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tout au long de ces trois années aussi bien professionnellement que personnellement.
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critiquer cette magnifique ville et ses clubs sportifs.

5



6
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Résumé en français

Contexte et motivations

Problématiques

Les applications embarquées incorporent de plus en plus de fonctionnalités impliquant différents
types de traitements à réaliser. L’impact majeur de cette demande est l’évolution croissante des systèmes
embarqués que cela soit en termes de performances et de capacité mémoire.

De plus, aujourd’hui les applications deviennent de plus en plus dynamiques. Les temps d’exécution
sont alors dépendants de paramètres non prédictibles au moment de la définition de l’application. La
détermination du temps d’exécution de l’application devient dès lors impossible, et seule une borne
supérieure pour le temps d’exécution peut être définie.

L’évolution des systèmes embarqués entraı̂ne donc des problèmes au niveau de la conception et de la
programmation. Ces systèmes doivent en effet trouver un compromis entre leurs capacités (puissance de
calcul, dynamicité) et les contraintes du domaine d’application (silicium, consommation).

La problématique, liée à la puissance de calcul, fut la première à être adressée. Dans le cas de pro-
cesseur monolithique, les principales approches consistent à augmenter la fréquence de fonctionnement
du cœur de calcul ou à augmenter la capacité mémoire pour limiter le nombre de cycles inutilisés du
processeur. Cependant ces techniques, bien qu’efficaces, augmentent dans le même temps la surface du
cœur de calcul le de petits cœurs permet d’atteindre la puissance de calcul d’un seul cœur monolithique
tout en réduisant la consommation énergétique et la surface consommée.

Grâce à cette évolution, les architectures MPSoC apparaissent actuellement comme les principaux
promoteurs de la révolution industrielle des semi-conducteurs [212]. Ces plates-formes contiennent
plusieurs processeurs, généralement hétérogènes, des éléments de traitement avec des fonctionnalités
spécifiques reflétant la nécessité du domaine d’application prévu, une hiérarchie mémoire et des com-
posants d’entrées/sorties. Tous ces éléments étant liés les uns aux autres par une interconnexion sur puce
(de plus en plus souvent un réseau sur puce ou “NoC” ).

Grâce à leurs évolutivités, leurs hautes performances, leurs capacités de parallélisme à un très haut
niveau d’intégration et leur enveloppe énergétique restreinte ces architectures deviennent de plus en plus
populaires. Elles répondent aux besoins de performances des applications multimédia, des architec-
tures de télécommunication, de la sécurité du réseau et de nombreux autres domaines d’application.
L’industrie est elle aussi consciente de la nécessité d’utiliser des architectures ”MPSoC” dans le but
d’augmenter le rapport performance - énergie des systèmes embarqués où les contraintes de consomma-

i
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tion sont plus élevées [138].

Cependant, la conception d’une architecture ”MPSoC” faible consommation et supportant les per-
formances requises, n’est pas aisée. Cet équilibre dépend en effet de nombreux paramètres tels que
le nombre de cœurs de calcul, l’enveloppe énergétique globale, le type de réseau d’interconnexion,
l’architecture de la hiérarchie mémoire, le déploiement de l’application sur le système. En outre, le
coût de fabrication de ce type de plateforme est conséquent (surtout dans les technologies modernes) et
implique la vérification de manière précise de chaque choix architectural et applicatif.

Le problème de la consommation d’énergie dans les architectures MPSoC vient du fait que l’enveloppe
énergétique n’a pas suivi la même évolution que le nombre de cœurs [50]. Les solutions, afin de réduire
la consommation d’énergie, ont été pleinement étudiées [86], l’une des principales approches afin de
réduire la consommation étant le ”voltage scaling”.

Les accès mémoires sont aussi un des facteurs critiques de la performance des architectures MPSoC
[189], les gains en terme de puissance de calcul outrepassent fortement ceux de la mémoire. En effet, si
la puissance de calcul double tous les deux ans, celui de la mémoire double tous les six ans [111, 149]. En
conséquence, les accès à la mémoire génère des délais important pour lire ou écrire les données vis-à-vis
des temps de calcul.

Dans les architectures MPSoC actuelles, les deux architectures principalement utilisés sont les modèles
à mémoire partagée et à mémoire distribuée. Cependant, le choix entre ces deux modèles est complexe
car il dépend à la fois de l’application, du réseau d’interconnexion et de la puissance de calcul des cœurs.

Le choix d’un réseau d’interconnexion est un autre point crucial au moment de la définition d’une ar-
chitecture MPSoC. En effet, le choix d’une topologie est dépendant du nombre de cœurs qui doivent être
connectés sur le réseau mais aussi des caractéristiques de l’application. Dans le domaine des systèmes
embarqués, trois principales familles pour les réseaux d’interconnexions existent: (1) Les connections
point à point, (2) les bus et (3) les NoC.

Une fois, l’architecture MPSoC déterminée, la difficulté réside dans le fait de tirer pleinement parti
de cette dernière. À cette fin, le placement d’applications sur des architectures MPSoC à été fortement
étudié dans la littérature [175]. En fonction du moment ou sont assignées les tâches sur les coeurs de
calcul, les techniques de placement de tâches sont statiques ou dynamiques.

Dans le cas de placement de tâche dynamique, l’assignement et l’ordonnancement des tâches sur les
processeurs sont réalisés durant l’exécution de l’application. Le placement de tâche dynamique essaye
donc de toujours trouver les goulots d’étranglement de la performance et de répartir la charge de calcul
sur l’ensemble des processeurs.

Dans le cas de placement de tâche statique, le placement des tâches sur les cœurs de calcul est réalisé
hors-ligne, avant l’exécution de l’application sur l’architecture. Pour une application donnée et une
infrastructure de communication déterminée, les algorithmes essayent de trouver le meilleur placement
de tâches au moment de la conception de l’architecture.

Finalement, un des derniers défis lors de la conception d’une architecture MPSoC est le placement
des données. Le placement des données est en effet un point clé afin d’être en mesure d’atteindre des
hautes performances de calcul et d’avoir une utilisation efficace des ressources matérielles. Comme le
placement des données est à la fois dépendant du réseau d’interconnexion, de la taille et de la bande
passante des mémoires ainsi que de l’efficacité du processeur, le placement des données à un impact
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fort sur le placement des tâches et sur les choix architecturaux. Un placement de données idéal est un
placement de données ou le temps de traitement des données est supérieur où au moins égal au temps de
transfert des données.

Comme nous pouvons le voir, les architectures MPSoC soulèvent des défis importants que ce soit
au niveau de la conception ou de la programmation. De plus, étant donné que ces paramètres (Nombre
de cœurs, hiérarchie et taille mémoire, réseau d’interconnexion, placement des tâches et des données)
s’influencent mutuellement l’exploration de l’espace de conception des architectures MPSoC devient
difficile.

En effet choisir le nombre de cœurs d’une architecture MPSoC doit être fait au regard du parallélisme
de l’application mais aussi vis-à-vis de la bande passante de la mémoire et du réseau d’interconnexion.
Cependant, le parallélisme pouvant être atteint par l’application est décidé en fonction du placement des
tâches et des données, des tailles mémoires et des caractéristiques inhérentes de l’application.

Il apparaı̂t clairement que la modification de l’application ou de l’un des paramètres caractéristiques
de l’architecture entraı̂ne la réévaluation complète de la solution. Ce qui dans les premières phases de
développements d’une architecture MPSoC est prohibitif et consommateur en terme de temps.

De plus, ces défis de conception deviennent de plus en plus vrai avec l’émergence des architec-
tures MPSoC hétérogène. En effet, ces architectures ne se contentent plus de répliquer plusieurs fois le
même cœur de calcul mais incluent des fonctionnalités spécifiques (”Intellectual Property” (IP)) dédiées
à un domaine d’application particulier, car elles présentent un meilleur niveau de performance et une
meilleure efficacité énergétique [138].

Cette hétérogénéité en dépit des bénéfices apportés augmente la difficulté de concevoir et program-
mer les architectures MPSoC. En effet, l’architecte doit: (1) Choisir entre plusieurs types de cœurs de
calcul, (2) Décider s’il est plus bénéfique de placer des tâches sur des GPP ou des accélérateurs matériels.

La construction de l’architecture est aussi complètement différente étant donnée que l’hétérogénéité
de chaque composant doit être abstrait au niveau du réseau d’interconnexion. Ce qui implique de définir
entre chaque cœur de calcul et le réseau d’interconnexion un ”wrapper” particulier. Le ”wrapper” devant
être redéfini chaque fois que le réseau d’interconnexion est changé.

En outre, la programmation des architectures MPSoC hétérogènes est difficile étant donné que
la manière de programmer un accélérateur matériel ou un processeur généraliste (GPP) est différent.
L’utilisateur doit prendre pleinement parti de ces différences afin d’utiliser au maximum ces architec-
tures. Ainsi, les temps de développement évoluent de manière exponentielle ainsi que les temps de mise
sur le marché.

Tous ces défis durant la conception des architectures MPSoC mettent en lumière le besoin d’une
méthodologie d’exploration d’espace de conception aidant l’utilisateur à définir et à programmer ces ar-
chitectures. Il devient alors nécessaire de définir un outil d’exploration d’espace de conception (DSE)
facilitant l’interaction entre l’application et l’architecture pour réduire efficacement le nombre de solu-
tions s’offrant à l’utilisateur et les temps de mise sur le marché.

De plus comme les architectures MPSoC deviennent de plus en plus hétérogènes, il est nécessaire
de développer des modules matériels permettant de faciliter la construction et la programmation des
architectures MPSoC hétérogènes.
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Contributions

Dans le cadre de cette thèse, notre contribution est la définition d’une méthodologie d’exploration
d’espace de conception. Cette méthodologie DSE a pour but de définir à la fois une architecture matérielle
et son code binaire exécutable à partir de trois entrées: (1) le code C séquentiel d’une application, (2)
une librairie d’architectures, (3) un fichier de contraintes.

Les principales caractéristiques de notre méthodologie DSE est la considération de manière conjointe
de toutes les contraintes relatives à la définition d’une architecture matérielle grâce à une collaboration
avec l’utilisateur. La méthodologie DSE proposée est en effet capable de: (1) générer une architecture
composée de plusieurs cœurs de calcul, (2) définir un placement des tâches et des données ainsi que
l’ordonancement associées à partir des contraintes utilisateurs.

Étant donné que ces paramètres s’influencent mutuellement, un outil nommé ”Parsimonious AR-
chitecture Space Exploration” (PARSE) est proposé afin de parcourir l’espace de solution. PARSE est
construit autour de mécanismes récursifs permettant depuis des simulations d’adapter l’architecture, le
placement des tâches et des données, ceci dans le but d’atteindre le meilleur compromis à la fois pour
l’architecture et pour l’application. Pour ce faire la méthodologie de PARSE est semi-automatisée.

En effet, étant donné la taille de l’espace de solution, l’utilisateur aide PARSE en retirant de l’espace
de solution l’ensemble des cœurs ne répondant pas aux besoins applicatifs.

PARSE, à partir des choix de l’utilisateur, génère un ensemble d’architectures candidates, accom-
pagnées d’un placemement des tâches et des données. Chaque solution potentielle est évaluée par le
biais d’un simulateur SystemC afin de converger de manière efficace vers le meilleur compromis à la
fois pour l’application et l’architecture. Cette exploration de l’espace de solution s’effectue de manière
automatisée grâce à des algorithmes évolutionnaires. Une fois le meilleur compromis identifié le code
VHDL de l’architecture et le code binaire exécutable associés sont générés.

Parce que PARSE à la capacité de générer des architectures matérielles, notre seconde contribution
est la définition de deux modules matériels. Le premier module matériel défini une unité de management
mémoire (MMU) servant à abstraire la hiérarchie mémoire aux sein d’architectures organisées autour de
clusters.

La définition de cette MMU permet de faciliter la programmation des architectures MPSoC et d’optimiser
le temps d’exécution de l’application, en réduisant les goulots d’étranglement, en maintenant la localité
des données et en limitant les transferts de données à travers la plateforme. Pour ce faire, l’architecture
proposée est basée sur des clusters où les processeurs sont regroupés et connectés au travers d’une
mémoire partagée. La cohérence de la mémoire étant assurée par le biais d’une MMU matériel.

Le second module matériel défini dans le cadre de cette thèse est l’”accelerator interface” (AI) qui
est une interface générique utilisée pour connecter différents types de cœurs de calcul (GPP, DSP 1 ou
accélérateurs matériels) sur un réseau d’interconnexion.

L’AI permet de connecter de manière efficace différents types d’accélérateurs et de processeurs sur un
même réseau d’interconnexion sans tenir compte de leurs spécificités ou caractéristiques. L’AI propose
une apprroche ”plug and play”, grâce à la définition d’un modèle d’exécution unifié et d’une architecture
générique qui permet de ne pas tenir compte du cœur de calcul adressé et de ses spécificités.

1. digital signal processor
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De plus, toujours dans le but de tirer pleinement parti de la puissance de calcul induite par les archi-
tectures MPSoC, l’AI est autonome une fois initialisé, ce qui permet de réaliser de manière concurrente
des traitements en parallèle.

Le reste de ce document présente en chapitre 1 le contexte et les motivations derrières cette thèse.
Le chapitre 2 présente l’état de l’art des différentes architectures MPSoC et des outils d’exploration
d’espace de conception. Le chapitre 3 quant à lui décrit la méthodologie d’exploration d’espace de
conception proposé permettant d’explorer de manière conjointe les aspects architecturaux et applicatifs.
Le chapitre 4 présente les contributions apportées au niveau matériels. Pour finir le chapitre 5 dressent
les conclusion et les perspectives de cette thèse.
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Abstract: This introductory chapter first presents the context and the motivations behind this thesis.
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2 Introduction

1.1 Context and motivations

1.1.1 Problem statement

The embedded applications come up with more and more functionalities inducing various kinds of
computations to realize. The major impact of these new application needs is the steadily evolution of
the embedded systems performances in terms of computing power and memory capacity. The Figure 1.1
[107] shows the computing power needs depending on the application for various application domains.

Figure 1.1 – The graph shows the computational requirements of different application grouped by appli-
cation domains [107].

For example in the telecom domain the application computing power needs to increase to get around
100 giga operation per second (GOPS) for the video broadcasting applications. The same trend is also
observed for the multimedia applications, due to the image size and to the algorithm complexity increase.
For example the 3D graphics applications require more than 1 tera operation per second (TOPS). The
same evolution of the computing power affects all the embedded applications domains whether for the
vision applications or the military applications.

Moreover today an embedded system has to handle several kinds of applications at the same time on
the same chip. For example a mobile is no longer just used as a phone, but also used to read mails, go
on internet, watch movies or play video games. These demands impose the embedded systems to run
several applications which come from several applications domains.

Furthermore the applications become more and more dynamic. Indeed the application executions
time is dependent of not predictable parameters at the time the program is written. It is then not possible
to predict the execution time of an application and it is usually only possible to determine an upper
bound for the processing time. This dynamicity is more and more present in the graphic domain where
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the algorithms adapt their computation to the data to be processed, as DVS 1 for 3D video games [106] for
example. This application dynamicity implies that no optimal scheduling solution can be found off-line,
and so the system control as to also be dynamic in order to enable an on-line optimization.

The embedded system evolution leads to a problem at the conception level. Indeed these systems
have to find a trade-off between their capacity (computing power, dynamicity) and the embedded system
constraints (silicium, consumption). The computing power is one of the major issues.

In order to increase the computing power of a single core architecture the solution is to improve its
operation frequency or to raise the size of the memory in order to limit the idle cycle of the processor.
These techniques increase, at the same time, the silicium area and the processor power consumption,
which then decrease the energy efficiency [50].

Since energy efficiency is a key aspect of an embedded system, the solution is then to use a multi or
a manycore architecture. Indeed as stated by [50] it is easier to integrate several little core specialized or
not, whose energy and area efficiency are optimized. This allows to reach a computing power equal to
the one of a single processor within a reduced power and area budget.

Following this trends, the multiple processors system on chip (MPSoC) architectures (Figure 1.2)
appears as a major promoter of the industrial revolution of semiconductors as advised by the international
technology road-map for semi-conductors (ITRS) [212]. This relies on the integration on the same chip of
several complex functionalities. These platforms contain multiple processors, a memory hierarchy, and
I/Os components. All these elements linked to each other by the means of an interconnect infrastructure
becoming more and more often a network on chip (NoC).

Figure 1.2 – Typical MPSoC architecture based on several GPP connected through an interconnect (Bus
or Noc based) along with a DDR memory and all the peripherals needed for a connection with the outside
environment. These MPSoC is homogeneous and can target several kinds of computation.

Due to their performance, MPSoC gain popularity, and are now present in various domains of ap-
plications. Industry is aware of the need of using multi-core and shortly manycore chips to raise the
performance/power ratio especially in embedded systems when power consumption is one of the main
constraints [138].

However the design and the programming of a high performance low power MPSoC architecture is
not easy. Having several cores on a single chip raises numerous problems and challenges. Power and
temperature management are two concerns that can increase exponentially with the addition of cores.
Memory hierarchy and data placement is another challenge, in order to avoid any bottleneck at the

1. Dynamic Voltage Scaling
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Figure 1.3 – Evolution of the memory performance in regards of the processor performance [111].

memory port and onto the interconnect. The choice of an interconnection network is also deterministic
in order to be scalable with the number of cores and to sustain the bandwidth request. Finally, using
a MPSoC to its full potential is another issue, if programmers don’t write applications that take full
advantage of the multiple cores.

The power consumption problem known as the “Power Wall”, is due to the fact that the power
envelope does not follow the same trend as the number of cores [50]. In order to overcome this ”Power
Wall” a set of initiative has been proposed [86].

Memory is also a critical factor for overall performance of MPSoC architectures [189], the gain in
speed of calculation units far exceeds memory ones. As shown (Figure 1.3), if the speed of calculation
units doubles every two years, memory one doubles every six years [111, 149].

In consequence the access time to the memory usually causes important access time to read or write
data, compared to the processing time. This divergence in performance between the memories and
computation units is called ”memory wall”. In current MPSoC architectures two main memory models
are used depending of the architecture and of the running application:

• The shared memory (SHMEM) model: where a memory is simultaneously accessed by multiple
processors for data transfer and for synchronization.
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• The distributed memory model: which combines each core with its own local memory (LMEM)
and there is no global memory or address space.

A shared memory model eases the programming of the platform since all the processors share the
same view of the architectures. However over a certain number of cores a physically shared memory
leads to bottlenecks onto the network and at the memory ports. These bottlenecks then limit the scala-
bility of the memory model in context of MPSoC architectures.

The distributed memory model on the other hand is much more scalable. However the difficulty to
program this model is increased. Indeed the programmer has to think about the processors synchroniza-
tions, the data location and transfers in order to ensure the consistency of the application execution time.
To overcome these programming difficulties one possible solution relies on the use of a virtualization
layer to expose at the software level a shared memory space.

However choosing between those two memory models is then quite difficult since the choice is fully
dependent of the application, the interconnect bandwidth and of the processing cores capabilities.

The choice of an interconnection network is another crucial point when defining a MPSoC architec-
ture. Indeed the choice of a topology is dependent of the number of cores that have to be connected to
the interconnect and is also dependent of the application characteristics. In the embedded system field
three mains on-chip interconnection families exist: (1) the point to point connection, (2) the bus and (3)
the NoC.

Figure 1.4 – Point to point interconnection network

The point to point connection creates a dedicated communication link between each element to in-
terconnect (Figure 1.4). Thus, when a communication must be made, the sender places the message
on the dedicated link and the receiver returns a confirmation of reception. These kinds of connection
have the advantages of being extremely efficient since no communication link is limited. However this
solution is not scalable. Indeed the number of links between the cores quickly becomes significant and
the consumed silicium area unacceptable.

Unlike point to point interconnect, bus based architecture seeks to share communication resources
(Figure 1.5). A bus architecture is composed of two major elements an arbitrator and a communication
link. So when a core wants to send a message over the bus, it first consults the arbitrator. Once it
has received the authorization, it sends the message onto the bus. At all times there is one message on
the communication medium, and several arbitration policies exists depending of the needs of the user
(FIFO 2, TDMA 3, Priority levels ...).

The main advantage of the bus is its simplicity and the fact that only one link is used to connect all
the elements between each other. However over a certain number of cores the scalability of the bus is

2. first in first out
3. time division multiple access
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Figure 1.5 – Bus interconnection network

limited due to the latency needed to access the bus.

Due to the limitations of bus and point-to-point interconnection network, respectively regarding the
performance, area and scalability, the NoC were proposed. NoC are derived from network between
computers. The basic idea is to transfer the information over the network in the form of messages divided
in packets. As Ethernet networks, the NoC consist of a set of links and routers enabling communications
between the elements (Figure 1.6).

Figure 1.6 – Representation of a NoC

A network interface (NI) is placed between the core and the router to format the message and man-
aged the communication. This modularity allows the addition of new communicating elements without
having a significant impact on performance as for the bus. Furthermore, the addition of elements is done
with a minimum of links which limits its cost unlike point to point connections. The main difficulty with
a NoC relies in the routing policies and the way to ensure a certain quality of services [91].

Once the architecture of the MPSoC determined, the difficulty is to take full advantage of the multiple
cores present onto the chip. To that end application mapping is studied by the state of the art [175]. The
problem of application mapping is NP-hard [166]. Depending on the time at which the tasks are assigned
to the computing cores for processing, the mapping techniques can be classified as dynamic or static
mapping.

In case of on-line or dynamic mapping, the assignment and ordering of tasks are performed during
the execution of the application. Dynamic mapping always tries to detect the performance bottlenecks
and distribute the workload among the processors. As the mapping depends on the current load of the
processors, it should result in a better solution. However, the computational overhead of the mapping
algorithm may increase the delay and energy consumption of the application at run-time.

On the other hand, in case of static mapping, the mapping of tasks is performed off-line, before
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the application runs. For a given application and a target communication infrastructure, static mapping
always tries to define the best placement of tasks at design time. As the mapping is completed before
execution, the mapping algorithm is executed only once and no overhead implies at run-time.

Finally another challenge when programming a MPSoC architecture is the data placement. The data
placement defines based on the memory hierarchy where the data needed by processors are located,
how the processors access it and the data transfers needed to ensure the memory consistency and the
performance. The data placement is a key point to reach both high performances and to define hardware
efficient architectures. Since the data placement is dependent of the interconnect, of the memory size
and bandwidth and of the processor efficiency, the data placement has a big impact on the architecture
and on the application definition.

An ideal data placement being a placement where the data transfers are minimal and where the time
needed to process the data is greater or at least equal to the time needed to transfer them.

The MPSoC architectures, raise significant design and programming challenges in order to take full
advantages of their capabilities. Moreover since these parameters (numbers of cores, memory hierarchy
and size, interconnect, task mapping, data placement) mutually influence each other the design space
exploration (DSE) of MPSoC architecture is becoming cumbersome.

Indeed choosing the numbers of cores of a MPSoC, must be done with regards to the application
parallelism but also of the memory and interconnect bandwidth. However the application parallelism
that can be achieved is decided in regards of the data placement, the task mapping, the memory size and
of the inherent characteristics of the application.

Table 1.1 – Influence of the MPSoC architectures characteristics parameters.
Impacted parameters
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As it can be seen in table 1.1, it clearly appears that a modification of the application properties or
of one of the characteristic parameters of the architecture will force the designer to reevaluate its entire
solution. This activity done during the early stages of development of a MPSoC architecture is long and
time consuming.

Furthermore these design challenges are becoming more complicated with the emergence of hetero-
geneous MPSoC architectures (Figure 1.7). Indeed these architectures do not simply replicate several
times the same core, but includes specific features reflecting the need of the intended domain of applica-
tion, because they present better performances and are more power efficient [138].
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This heterogeneity despite the performance benefit brought increases the difficulty to design and
program MPSoC architectures. Indeed the designer has to: (1) choose between several types of cores,
(2) decide if it is more beneficial to map a set of tasks to a general purpose processor (GPP) or to a
hardware accelerator (Intellectual Property (IP)).

The construction of the architecture is also more difficult since the heterogeneity of each core have
to be hidden at the interconnect level. This implies to create between each IP and the interconnect a
particular wrapper. The wrapper has to be redefined each time the interconnect is changed.

Figure 1.7 – Typical heterogeneous MPSoC architecture.

Finally with heterogeneous architectures, the programming is also more difficult since the way to
program a hardware accelerator or a GPP is quite different. Since the user has to take full advantages
of these differences in order to fully use its architecture, the developing time is getting more important
along with the time to market.

All these challenges during the definition of MPSoC architectures emphasize the needs of an auto-
matic design process to help the user to design and program these architectures. It is then mandatory to
define a DSE methodology which aims to define jointly the application and the architecture, to efficiently
reduce the time to market and to prune the solution space by providing assistance to the designer. To that
end the DSE methodology should be able to handle the:

• Data placement exploration to guide the user to the most efficient data placement.
• Mapping exploration to guide the user to the most efficient task placement.
• Architecture exploration to guide the user in the architecture creation process.
• Heterogeneity of MPSoC architectures.
• Binary code generation from an architecture representation and an application description.
• VHDL code generation from an architecture representation or an application C code.
• Scalability of MPSoC architectures by integrating new architectural or application models into

its database.
• Performance evaluation by evaluating the performance of the application onto the architecture.

Moreover since the MPSoC architectures are now becoming more and more heterogeneous it is
necessary to develop hardware modules than can connect different cores together and address different
applications domains at the same time, in order to ease the definition and the programming of heteroge-
neous MPSoC architectures.
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1.1.2 Contributions

In the context of this thesis our contributions is the definition of a DSE methodology. This DSE
methodology aims to define a hardware architecture and its associated executable binary code based on
three inputs: (1) an application C code, (2) an architecture library and (3) a constraints file. It is however
important to note that the proposed DSE methodology can also start with an already existing architecture
and define the associated executable binary code.

The main features of our DSE methodology is the consideration of all the constraints related to the
definition of hardware architectures thanks to a collaboration with the user. The proposed methodology
is indeed able to: (1) generate an architecture composed of several processing cores potentially hetero-
geneous, (2) define tasks mapping, a data placement and a scheduling based on the user constraints.

Given that all these parameters mutually influence each other a tool called PARSE (Parsimonious
architecture solution space exploration) that explores the design space has also been defined. PARSE is
constructed around recursive mechanisms allowing, based on simulations, to adapt the architecture, the
tasks mapping, the data placement in order to get the best compromise for both the architecture and the
application. To that end, a semi-automated approach is proposed.

Indeed since the design space is huge, the user helps PARSE by removing from the solution space the
cores that does not match the needs of the application. Once done the user defines for each application
task a set of potential core (processors or IPs) that can run it.

PARSE based on the choices made by the user, generates candidate architectures, along with a task
mapping and a data placement. Each potential solution provided being evaluated by the means of a
SystemC simulator in order to converge to the best compromise for the application and the architecture.
To autonomously go through the solution space PARSE uses evolutionary algorithms [101, 102]. Once
the best compromise identified, an executable binary code, along with the VHSIC 4 hardware description
language (VHDL) code of the architecture is generated.

Because PARSE aims to explore and generates hardware architecture our second contribution is the
definition of two hardware modules. The first one defines a hardware memory management unit (MMU)
used to abstract the underlying memory hierarchy in context of cluster based architectures.

The definition of this MMU for cluster based architectures allows to ease the programming of MP-
SoC architectures and optimize the application execution time by limiting the data transfer among the
platform. To that end based on a MPSoC architecture where the processors are grouped into cluster con-
nected to a memory, we propose to manage the consistency of the memory at the hardware level thanks
to the use of the hardware MMU.

The second hardware module is the accelerator interface (AI) which is a generic interface used to
connect the processing cores (DSP 5 or hardware accelerator) to an interconnect.

The AI allows to easily connect different kinds of accelerators and processors together without taking
care of their specificity’s or characteristics. The AI then propose a plug and play approach, by defining a
unified programming model and a generic architecture, that allows to disregard the IP specificity and the
addressed interconnect.

4. very high speed integrated circuit
5. digital signal processor
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Moreover still in order to take a full benefit of the computing power induced by MPSoC architectures,
the AI behaves autonomously once initialized, which allows to realize concurrent processings in parallel.

1.2 Manuscript organization

The chapter 2 presents the state of the art of MPSoC architectures and of DSE tools. The different
characteristics of the MPSoC architectures both at the architectural level and at the programming level
are reviewed. This review is completed by a set of concrete examples, demonstrative of these differences.

After this study, the state of the art of available DSE tools is depicted. In this section the tools are
split into three families following their abstraction level. Based on this distribution the advantages and
the drawbacks of each family along with the capabilities and the needs of each presented DSE tool are
given.

After the study of the state of the art, we see that the conception and the programming of MPSoC
architectures are difficult, error prone and time consuming. Moreover none of existing DSE methodology
is able to handle at the same time the definition of the application and of the architecture which leads
to a separation of concerns. To face these limitations the chapter 3 presents a DSE methodology able
to simultaneously define the application and the architecture. To enable this simultaneous definition and
methodology PARSE tool is proposed. PARSE is based on recursive mechanisms and on a parsimonious
representation of the solution space to define autonomously and simultaneously the application and the
architecture.

Still with the aims to ease the access to MPSoC architectures the chapter 4 presents the FlexTiles
project and the two hardware modules designed in the framework of this project. Indeed the MPSoC
architectures present a lot of heterogeneity which greatly increases the difficult to conceive and program
these architectures. To that end the first propose hardware module is used to abstract the heterogeneity
of the processing core connected onto the interconnect. The second hardware module is used to propose
an alternative memory management model to help to overcome the so called memory wall.

Finally, the chapter 5 concludes this manuscript by summarizing the contributions of our works and
opportunities beyond this thesis.
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Abstract: The increasing amount of complex applications, has forced the designers to define ar-
chitectures with high performance constraints. The embedded paradigm introduces new constraints and
these architectures have to provide high performance throughput, without using a lot of hardware re-
sources and within a very limited power budget. To reply to these needs the MPSoC architectures appear
as a main solution. In order to clearly identify the difference between these architectures this chapter
first gives a brief introduction. In a second time a MPSoC architecture classification along with the main
example of current MPSoC architectures are described. Finally we present the design space exploration
tool flow used to program and design these architectures.
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2.1 Introduction

This chapter presents the state of the art of current MPSoC architectures and DSE tool flow. The first
section presents the MPSoC architectures and focus more particularly on their: (1) number of cores and
heterogeneity, (2) memory, interconnect, and architecture hierarchy, (3) management and programming.

The second part on the other hand focuses on how existing DSE tools flows help to program and
conceive current MPSoC architectures.

2.2 MPSoC architectures

2.2.1 Introduction

Figure 2.1 – Non-exhaustive list of the evolution of the multiple cores architectures in regards of their
number of cores and their year of production [107].

The evolution of the computing power of the MPSoC architectures as stated by the ITRS is tremen-
dous as shown on Figure 2.1. Among all the architectures the goal is to provide a maximum com-
puting power. To that end several execution models (data flow, sequential) and physical structures
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Figure 2.2 – Classification of the MPSoC architectures [74].

(SMP 1,CMP 2,CMT 3) have been proposed.

These architectures though all based on multiple cores presents fundamental differences at the hard-
ware and programming levels. In order to present a clarified view of the current state of the art we then
propose to use the classification of the MPSoC architectures proposed in [74] (Figure 2.2).

This classification is divided into two categories the multiple tasks and the single task processors.
The multiple tasks processors regroup the architecture composed of several processors, each one able to
execute several tasks at the same time. The single tasks processors regroup the architecture composed of
several processors able to execute only one task at a time but several tasks into the time. The single task
processors then have an atomic vision of the execution flow while the multiple tasks processor does not.

The single task processors can be either based on a symmetric multiprocessing (SMP) or a chip multi-
processing (CMP) approach, which allow to shows two different execution models. The main difference
between these two models come from the fact that within a SMP architectures the same cores are used
for control and processing while within a CMP architectures some cores are dedicated to processing and
some cores to control.

The CMP architecture can be either homogeneous or heterogeneous. Finally all these single task
processors are either based on a distributed memory model or on a shared memory model.

The rest of this section depicts more in details the distinctions made between the several MPSoC
architectures and gives concrete examples.

2.2.2 Single task processor

2.2.2.1 Symmetric multiprocessors

The association of several identical single task processors onto a shared interconnect is called a ho-
mogeneous architecture. These architectures allocate statically or dynamically the tasks onto the different

1. Symmetric multiprocessor
2. Chip Multiprocessor
3. Chip Multithreading
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cores of the architecture.

On the Figure 2.3 for example, the core 0 execute the task 3 and 5, the core 2 execute the task 2 and
7, the core 2 the task 1 and 6 and the core 3 the task 4. This allocation is simple but introduces several
problems. Indeed if for example the data produced by the task 3 onto the core 0 are needed by the task
6 onto the core 2 the programmer have to ensure the core synchronization, the data transfers and the
memory consistency.

Figure 2.3 – Example of task mapping on a SMP MPSoC.

The main problem of these architectures then relies in their programming and more particularly in
the synchronization between the cores and the data access.

Shared memory model:

In a shared memory model all the cores are communicating by the means of a common memory. The
main advantage of this model is that all the cores are manipulating the same address space and so the
tasks can easily synchronize or exchange data.

However each access to a shared memory resource has to be synchronized thanks to specific mech-
anisms in order to ensure the data protection, though this leads to a decrease in systems performance.
Indeed, the read and write accesses have to be sequential if the memory can only read or write one data
at a time. If the memory offers multiple accesses, the write accesses still has to be synchronized in order
to avoid concurrent access to the same memory location and ensure the memory consistency.

The communication through a shared memory occur synchronization which can become important
with the increase of cores. In order to avoid to limit the processor capabilities, the use of cache memory
is becoming mainstream in shared memory architecture. The use of cache memory can partly hide the
latency imposed by the access to the shared memory thanks to the prediction mechanism of this kind of
memory.

In current MPSoC architecture based on the shared memory model the cooperative caching tech-
nique [66] is mainly used and the cache L2 is shared as depicted in Figure 2.4. With this method each
processor can write into the shared L2 cache of the other processors. To that end cache to cache transfer,
duplication, or replacement of inactive data techniques have to be developed.

Some example of architecture based on this solution are the Vega 3 processor [3] from Azul systems
which is a MPSoC architecture composed of 54 cores design to run virtual machines in highly concurrent
environments. The MPCore from ARM proposes architectures dedicated to the mobile market ranging
from 4 to 8 cores [2]. The Octeon CN5860 targets intelligent networking, control plane, storage, and
wireless applications with a MPSoC architecture composed of up to 16 cores.
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Figure 2.4 – Representation of a MPSoC architecture with a shared L2 cache

However the most demonstrative architecture based on the cooperative caching technique is the
TSAR architecture [105] (Figure 2.5). The goal of this research project is to develop a MPSoC ar-
chitecture composed of 4096 cores. To that end the architecture is based on a set of cluster connected
through an interconnect.

Each cluster is composed of 4 cores. The cores are associated with their own L1 cache memory
and connected on a shared L2 cache memory. These architectures based on the cooperative caching
technique rely on the idea that most of the data access are done in the private cache memory L1. The
communications with the external elements are then very detrimental and should be minimized in order
to keep a high level of performance.

Moreover the communication with the L2 cache can also be detrimental. In order to limit the impact
on the performance of the access to the cache L2 it is necessary to: (1) limit the concurrent access and
(2) carefully size the memory in regards of the targeted applications or application domain.

These architectures in order to get a high level of performance are then strongly dependent of the task
and data placement. The accesses to the shared memory have to be local in order to avoid any bottleneck
onto the interconnect.

Sharing all the memory space can appear as the best solution to reduce the communication cost.
However this solution is almost never used since the performance of a processor is dependent of the time
needed by the processor to access to its first memory level [111].

In conclusion the shared memory model allows the tasks to communicate in a simple manner and
allows to reduce the communication among the platform compared to a distributed model. However in
the case of cache memory, the cache miss are very penalizing and can lead to bottlenecks and induce
long latencies. Furthermore over a certain number of cores the scalability of the shared memory solution
is limited due to important bottlenecks that occur onto the network. This is why most of current MPSoC
architectures are based on the distributed memory model.

Distributed memory model:

In a distributed memory model each core is associated with its own memory. The main advantage of
this model is to make the accesses to the memory exclusive. Indeed the memory is managed locally by
a processor or a hardware controller which ensure that no concurrent accesses occur. In the case where
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Figure 2.5 – The clustered TSAR architecture using shared memory

a task need the data produced by another task located on a remote core, the two tasks must establish an
explicit communication by sending messages over the interconnect.

The architectures based on this model are for example the P4080 from Freescale [10] which connect
8 cores with their own cache memory onto a bus, the Intel Tflops [204] which propose a NoC based
architecture connecting 80 cores associated with their own local memory and the Adapteva Epiphany IV
[1] which is a low cost MPSoC architecture connecting 64 cores onto a NoC. Two major solutions based
on this distributed memory model available commercially are the Tilera TileGx [28] and the single chip
cloud computer (SCC) [13, 113] from Intel.

The TileGx is a MPSoC architecture composed of 100 cores connected onto a NoC and organized
as a 10*10 grid. Each core is associated with its own cache memory and peripherals for synchronization
and data exchange which create what is called a tile (Figure 2.6). In order to ensure the data consistency
between all the caches, a distributed cache consistency mechanism is implemented in all the tiles.

The particularity of this chip is it allows the use of the memory in a message passing mode as a
shared memory mode. This is made possible thanks to the tool chain provided by Tilera, which ensures
from an application based on the shared memory model the generation of the message passing primitives.
However the use of the TileGX platform with a shared memory model decreases the performances of the
platform.

The SCC on the other hand proposes a NoC based architecture composed of 48 cores organized
in a grid of 6*4. Within the SCC the cores are regrouped by pairs with their own cache memory and
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Figure 2.6 – Architecture of a TileGX tile organized around a GPP, a cache memory, a cache coherence
mechanism, peripherals for synchronization and data transfers and a NI for network connection.

peripherals for synchronization with other tiles and connection onto the NoC (Figure 2.7). The SCC has
also access to four on-die external memory controllers and to one system interface for I/O management.

Figure 2.7 – Architecture of a SCC tile organized around two GPP along with their cache memory,
peripherals for synchronization and data transfers, a LMB and a MIU.

The singularity of this chip is due to an on-chip message passing implementation, which is made
possible thanks to specific instruction and hardware components (MIU 4, LMB 5), which allow to reduces
the latency induced by the message passing protocol [65] when managed at the software level.

Even with specific hardware modules the MPSoC architectures based on the distributed memory
model increase the data transfer latency and synchronization among the platform to maintain the data
consistency compared to a shared memory approach. Moreover with this model the user have to explicitly
describe the communication between the tasks by the means of the message passing paradigm. The task
of the programmer is greatly increased since he has to deal with data copying and consistency issues, by
specifying explicit communications between the tasks into its code.

However the distributed memory model is mainly used in current MPSoC, because it is much more
scalable than a traditional shared memory model and reduce the bottlenecks issue met with the shared
memory model when the number of cores increases.

Nevertheless some approaches have proposed new programming model to get rid of the message
passing paradigms drawbacks. With this programming model an application is represented as a set of
tasks synchronized by the means of the data and organized under a data dependency graph. Example of
these type of architectures are the Picochip PC102 [79] and Am2045 from Ambric [108].

4. mesh interface unit
5. local memory buffer
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With these architectures, each core is always doing the same computation on different data and the
data are transmitted from core to core until the end of the computation. The main advantage of these
architectures is their simplicity of programming.

However these architectures are limited to data flow or computing intensive applications, which does
not allow their use with time changing workload applications or with applications which requires specific
memory movements between two tasks executions.

2.2.2.2 Asymmetric multiprocessors

In all the MPSoC architectures studied so far the processes dominated by conditionals computation
are run with the same resources than the processes that are doing intensive computation. The use of the
same core for different kinds of computation reduce the potential optimization of these SMP architec-
tures.

The CMP architectures on the other hand proposes to define MPSoC architectures where specific and
dedicated cores are used for the control and the synchronization, while the other cores of the architecture
which are either homogeneous or heterogeneous are used for the computation.

As shown on Figure 2.8, this model shares some similarities with the super-scalar processor. However
the selection, the synchronization and the allocation of the tasks onto the cores is realized by one or
several remote control cores. These cores have a global view of the architecture or part of the architecture
if several cores are responsible for the control.

Figure 2.8 – Logical representation of a asymmetric architecture.

Homogeneous architecture:

The homogeneous CMP are constructed around identical processing cores. This is the case of the
CELL processor [164] which proposes an architecture composed of a main core for control and synchro-
nization, and 8 secondary cores for computing intensive tasks. With the same philosophy the CSX700
propose an architecture composed by 96 processing elements [5]. All these architectures are built around
a distributed memory.

Examples of architectures constructed around the shared memory model also exist. This is the case
of the plurality hypercore [20] with a processor composed of 256 processing elements (PE).
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Figure 2.9 – (A) Overview of the MPPA 256 architecture. (B) Architecture of a MPPA cluster.

Two innovative architectures in their management of their memory space are the MPPA 256 from
Kalray [75] and the SCMP from the CEA [205].

The MPPA 256 is an architecture composed by 288 very long instruction word (VLIW) PE (256
processing cores and 32 control cores) (Figure 2.9.A). This architecture is organized around 16 clusters
connected through a synchronous NoC. The NoC is divided into two NoC, one for the data and one for
the control in order to ensure different quality of service (QoS). Finally four I/O subsystems constructed
around a processor to manage the connection with the outside environment are present onto the chip.

The particularity of this architecture being that the memory is distributed into the different clusters
but shared by the PEs inside of the cluster (Figure 2.9.B). In order to take full advantage of this specificity
the data locality have to be kept high in order to avoid remote data transfers between clusters. The MPPA
architecture takes advantage of both memory models while maintaining the level of performance and the
scalability.

The SCMP on the other hand [205] is a computing intensive resource seen by the central processing
unit (CPU) as a co-processor. The SCMP is organized around 8 PE connected through a network to a set
of distributed memory and I/Os (Figure 2.10).

Figure 2.10 – The SCMP architecture.
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The main innovation of this architecture is the management of the access to the memory. Indeed
the address space is physically distributed and logically shared at the end of a task execution. With this
approach when a task becomes eligible, this one is allocated to a PE and the access path to the memory
which contains the data to be processed is modified.

This means that the data are not moved around the architecture but the access paths to the memory
are changed at each task allocation, which reduces the impact of the data transfer onto the performance.
However this solution is not scalable since the cross-bar needed to switch the path of the PE to the
memories can be of significant size.

Heterogeneous architecture:

On the other hand the heterogeneous architectures propose solutions optimized for an intended do-
main of application. The energetic performances of these architectures are then improved. However the
difficulties with these heterogeneous MPSoC architectures lie in:

• The abstraction of the heterogeneity of all the elements at the interconnect level.
• The programming issue.

A concrete example of a heterogeneous architecture is the OMAP 5 [27] for the telecommunication
domain which propose to embed one ARM cortex A15 [2], two cortex M4, two graphical processing unit
(GPU) and a DSP. The S7000 for video and image processing application is also another example and is
constructed around an ARM 9 processor along with configurable hardware accelerators [24]. These two
architectures are constructed around a distributed memory model.

Based on a shared memory the Nomadik [214] and the Nexperia [214] architectures propose to
target the image and video processing applications. These architectures are organized around a standard
processor (MIPS and ARM A9 respectively) along with a set of dedicated IP.

One of the main heterogeneous MPSoC architecture is the STHORM from ST Microelectronics [45]
which is composed of 69 cores including 64 for the computing operation. This architecture is organized
around four clusters connected onto a NoC, and a set of I/O bridges for a connection with the environment
(Figure 2.11.A).

Each cluster is composed of 16 PE connected to a shared memory (Figure 2.11.B). The memory
as for the MPPA is distributed at the MPSoC level but shared in the cluster. Moreover each cluster is
composed by a set of 32 hardware accelerators used to execute specific functions inside the cluster. The
function supported by these hardware accelerators are defined at design time. Finally a cluster controller
is implemented within each cluster to control and synchronize the PE and the hardware accelerators.
All these elements are connected thanks to two interconnects (The local interconnect and the cluster
interconnect).

This approach as for the MPPA architecture allows to takes advantages of both memory models
while maintaining the level of performance and the scalability. Moreover the use of dedicated hardware
accelerators allows to increases the platform computing power and decreases the energy consumption.
At the cost of an increase in programming and control.
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Figure 2.11 – (A) Representation of the STHORM architecture. (B) Architecture of a STHORM cluster.

2.2.3 Multiple tasks processor

A multiple tasks processors or a CMT architecture is a processor able to execute simultaneously
several tasks onto the same core. Generally these architectures are similar to the VLIW or superscalar
processors. However some pipelines stages are more complex in order to be able to execute at the same
time several data and instruction flows. As shown Figure 2.12, several instructions are selected in parallel
into different memory location thanks to several program counters.

Figure 2.12 – Logical representation of a CMT architecture.

To ensure the access to different flows and supply the pipeline with enough instructions, several
instructions files are used. Moreover the remaining and speculation functionalities are duplicated. Finally
the registers are also duplicated in order to save the obtained results.

In the literature there exist a lot of multiple tasks processors [195]. They are either based on an
explicit or implicit task parallelism. The implicit execution consists in the dynamic creation of tasks
from sequential program thanks to the speculation mechanism. This approach then generates complex
architectures, which are not suitable for the embedded systems domains, due to an important power
consumption.

On the other hand the explicit task execution consists into the execution of multiple tasks onto shared
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computing resources. The manner of running these tasks in parallel can be classified into three categories:

• Interleaved multithreading.
• Blocked multithreading.
• Simultaneous multithreading.

The interleaved multithreading processor changes the task to execute at each clock cycle (Figure
2.13.A). The advantages of this solution are that it is no more necessary to implement complex specula-
tion mechanism since the control and data dependency are eliminated. Moreover the pipeline occupation
rate can be high and the context changes have a low impact onto the execution time. However these
multithreaded processors have to execute at least as many tasks as the number of pipeline stages.

Figure 2.13 – (A) Example of an interleaved execution, (B) Example of a blocked execution, (C) Example
of a simultaneous multithreaded execution.

The blocked multithreading on the other hand propose to execute each task until the task is blocked
(Figure 2.13.B). For example this can happen during the access to a shared memory resource, or in case
of data dependencies. In regards of the interleaved multiprocessor a reduced number of tasks is needed
to fill the pipeline and a task can run without any interruption if no synchronization is needed.

In contrast with the two others execution models which are used with pipelined or VLIW processors,
the simultaneous multithreading is used with superscalar processors. The main difference comes from
the fact that several instructions which come from different tasks can be executed in the same clock cycle
(Figure 2.13.C). The advantages of these simultaneous multithreaded architectures are that they fully
exploit the task parallelism and offer a high level of flexibility and of performance. However the number
of access port to the memory, to the registers and the number of pipeline stages have to be duplicated in
regards of the number of instructions to be executed in parallel.

The processors currently present on the market are mainly based on a simultaneous multithreading
approach. This is the case of the Power6 from IBM [93] which is constructed around two cores with
their own L1 cache and shared L2 cache. Another example is the UltraSparc T3 from Sun Microsystems
[202] which features up to 16 cores with their own L1 cache and shared L2 cache.

The main example of CMT architectures are the GPU which are based either on interleaved or si-
multaneous multithreading as the Tesla from Nvidia [142] (Figure 2.14). The Tesla architecture is based
on a scalable processor array composed by 128 streaming processor (SP) organized as 16 streaming
multiprocessor (SM) in 8 independent processing units called Texture/Processor cluster (TPC) (Figure
2.14).

The advantages of the CMT over the SMP and the CMP solutions are due to better resource occu-
pancy. Indeed these models allow the simultaneous execution of several tasks onto several distributed
processors. The CMT architectures then generate a high computing power and are mainly dedicated for
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Figure 2.14 – Nvidia Tesla architecture.

high performance computing applications.

Indeed these solutions lead to very complex architectures with an important energy consumption
which is unacceptable in the embedded systems domains which are highly constrained. Furthermore
these architectures are dedicated to specific applications with regular processing patterns to be able to
fully use the pipeline stages and the architecture resources.

2.2.4 Summary

The embedded applications complexities are becoming more and more important and the embedded
systems have now to handle the simultaneous execution of several tasks at the same time. In order to
answer to those needs the MPSoC architectures are becoming mainstream because they reach a high
level of performances and are more power efficient.

The analysis of these MPSoC architectures have shown that three mains families currently exist: (1)
the SMP, (2) the CMP, (3) the CMT.

The CMT architectures are complex and dedicated to high performance computing applications.
These architectures are not well suited for some applications domains since their energy consumption is
quite high. Moreover these architectures are dedicated to computing intensive applications to fully use
the architecture capabilities.

The choice between a SMP or CMP architecture is much more difficult. Indeed the conception, the
design and the programming of a CMP architecture is much more complex than a SMP architecture.
However a CMP solution increase the energy efficiency of MPSoC architecture by using computing re-
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sources adapted to the computation to be done or specific hardware resources for computing intensive
processing in case of heterogeneous architecture. The choice between these two models is then highly
dependent of the targeted application domains, the implemented processors, interconnect, memory hier-
archies.

The choice between a homogeneous and a heterogeneous architecture is also difficult but some guide-
lines can be drawn. Indeed if the application needs are unknown it is then preferable to design a homoge-
neous architecture based on complex processor to target several domains of applications. It is preferable
to know the application domain or the application to design a heterogeneous solution with dedicated
processing unit able to speedup the intensive processing.

The study of each of these solutions to reply to the new applications needs did not show a single
solution (Table 2.1). Indeed, the design of a low power MPSoC architecture supporting the required
performance is not easy. This balance depends mainly on the application domain. This would influence
many parameters such as the number of processing cores, the overall energy envelope, the type of inter-
connection network, the memory hierarchy, the number of access port to the local memory, the number
of external memory, the deployment of the application on the system, etc. In addition, the manufacturing
costs of this kind of platform are important (especially in modern technologies) and involve checking
accurately each architectural and application choice.

Finally the programming issue is another key point to choose a MPSoC architecture. Indeed the
mapping and data placement of the application onto the architecture have a big impact on the overall
performance reach by the system. Thus to fully take benefit of the underlying architecture, the choice
between a SMP, a CMP or a CMT architecture is then dependent of the application domain and of the
user constraints.

Table 2.1 – Summary of the MPSoC architectures capabilities.In this table the MPSoC are evaluated
following their capacities to ease the mapping and the data placement along with their ability to be
scalable and target several applications with a reduce power budget.

Mapping Data Scalability Application Power
placement domain consumption
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2.3 Design space exploration tool flow

2.3.1 Introduction

Different kinds of DSE can be carried out during the whole system design process (from the initial
specifications to the final design implementation). The classification of the DSE approaches proposed in
[125] and depicted in Figure 2.15 shows the different possibilities made available to the designer during
the development process of an architecture.

Figure 2.15 – Classification for DSE approach [125].

This classification is composed of three categories: (1) the system level framework, (2) the micro-
architecture framework and (3) the high level synthesis (HLS) framework. The system level frameworks
are based on a model approach and allow the exploration of the solution space in the earlier steps of
development. This exploration may either concern:

• The application specification (level of parallelism, partitioning)
• The architecture definition (topology, memory hierarchy, number and type of components).
• The mapping of the application onto the architecture.

On the other hand the micro-architectural frameworks focus on the architecture definition and pro-
pose to model more accurately the behavior of the various components implemented within the platform.
These frameworks are then preferably used when both the application and architectural constraints are
identified.

Finally the HLS frameworks are the only frameworks that propose to generate an architecture (RTL 6

6. register transfer level
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code) based on an application specification.

2.3.2 System level framework

System-level frameworks allow to model and evaluate architectures and applications on different
levels of abstraction using various models of descriptions. Most of the existing methods [98] use as a
starting point of the exploration analysis, two abstract specifications, one describing the application and
one defining the architecture available resources and constraints. The uses of abstract inputs specification
make solvable complex design processes.

The main differences between these tools are the formalism used to represent the application. Indeed
the tools are either based on a meta-model, kahn processor network (KPN) [81], synchronous data flow
graph (SDFG) [162] or more recently on Array-ol [52] or Marte 7 formalism [103].

The meta-model representation is used in the Metropolis approach. Metropolis [39] is a framework
targeting embedded systems development, which support simulation, formal analysis and synthesis. The
Metropolis infrastructure relies on a meta-model to capture the application, the architecture and the
mapping of the application onto the architecture. The metropolis meta-model capture the applications as
a set of processes which communicates by the means of a media (a media is equivalent to a channel in
SystemC) [15]. An architecture is represented by the means of performance models. Finally the mapping
is done thanks to another model which maps the application model on the architecture model. This
approach is attractive because several applications domains can be targeted. However the developments
that are the responsibility of the designer are still too important [37].

The KPN on the other hand is a distributed model of computation (MoC) where a group of deter-
ministic sequential processes are communicating through FIFO channels. The resulting process network
exhibits deterministic behavior that does not depend on the various computation or communication de-
lays.

Spade [140] proposes a methodology based on the KPN to explore signal processing architectures
at system level. Applications are modeled as a network of concurrent communicating processes. Com-
munication happens via channels that are bounded to processes ports. When executing, each process
produces a trace of application events, which represent the application workload. Traces are then passed
as an input of corresponding architectural models, which associate a defined latency to each trace event.

Based on the idea from Spade, Artemis [165] proposes a system-level co-simulation performed by
using symbolic instruction traces generated and interpreted at run-time by abstract performance models.
It adds facilities to explore and to refine architecture models.

Still based on KPN, Disydent [37] propose to go through the solution space of MPSoC platform
design for shared memory multiple inputs multiple data (MIMD) architectures. In Disydent a design
problem is a triplet (system, application, constraints) where the system is both an operating system and a
hardware template that can be enhanced with dedicated co-processor. The main steps of the design flow
are KPN modeling, functional validation, design space exploration, high-level synthesis and temporal
validation.

7. modeling and analysis of real-time and embedded systems
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The main advantage of using a KPN, is due to the determinism of this model [61]. Moreover the
synchronization processes are done thanks to blocking read which is a very simple protocol than can be
used either in software or in hardware. The control is also distributed to each process and the partitioning
of a KPN in the context of a MPSoC architecture is then simple. Finally since the data exchange are made
through data FIFO there is no notion of global memory and no contentions appears. However the KPN
cannot be used to model all the applications which limit the use of these tool flows to specific domains
[37].

The SDFG are a restriction of the KPN and allow compile-time scheduling. They are based on the
ideas that each process reads and writes a known number of tokens each times it fires. System Studio
[80] which is a SystemC simulator and specification environment for DSE of MPSoC architectures is
based on SDFG for application description. Within System Studio applications are captured, verified and
optimized using SDFG and finite state machines for control mechanism. The architectures are described
based on models that can be tuned to represent the behavior of the targeted processors or hardware
modules.

The Milan framework [152] still based on a SDFG approach, proposes a two phases DSE. This
framework aims to create energy efficient design for signal processing application. To that end Milan uses
a hierarchical methodology for embedded system design, estimation and design space exploration. The
Milan methodology is based on the following step: (1) the application is described using synchronous
data flow (SDF) graph(2) the architectural model is created, (3) the DSE is performed with the aims of
improving the energy efficiency. The DSE is divided into two steps: (1) the solution space is explored
automatically and the best set of solution is extracted, (2) the user with the help of the tool selects the
best available solution.

Syndex [135] is a tool used for the implementation of signal processing algorithms on parallel calcu-
lators. It performs a matching between architecture and application based on the given input graphs. The
applications are represented thanks to the SDFG model, while architecture graphs are simply described
by a graphic representation of processor network showing how they are connected between each other.
Within Syndex no help is provided to the user to define or refine its architecture or application models.
The goal of Syndex is to produces based on the two inputs models an executable code of the application
onto the platform. To that end Syndex is based on heuristics to find the best mapping and scheduling.

The SDFG however are not well suited to efficiently to describe data oriented loop-transformation
[100].

To face the SDFG limitations the Array-OL formalism was proposed, since it is more suitable to
describe data-oriented loop transformations [100]. The Array-OL is a high-level specification language
dedicated to the definition of intensive signal processing applications.

In the Array-OL formalism, a program is a network of processes which communicate through shared
arrays. A process is made of one or more parallel loops. At each iteration of these loops, a task is
executed. The task may contain one or more loops, which are executed sequentially. The execution of a
task is decomposed into three steps:

• Move portions of the input arrays to the local memory of the processor executing the task.
• Execute the task and generate portions of the output arrays.
• Move the results to the output arrays.
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Figure 2.16 – Possibilities provided by SpearDE tool.

SpearDE [139] tool use the Array-OL formalism to represent the application and is designed to
support an implementation flow (Figure 2.16) of an application on a MPSoC architecture written using
specific models. The architecture model highlight, the structure of the targeted machine under an ap-
propriate description. From these models and thanks to the tool, the mapping of the application on the
architecture is realized by defining a placement of the application on the architecture resources. Once
this placement obtained, SpearDE allows on one hand to generate a SystemC simulator to evaluate the
performance of the various targeted architectures and on the other hand to trigger code generators in
order to provide a parallel low level code executable on the targeted machine.

CoFluent Studio [6] proposes a visual embedded system modeling and simulation toolset where mod-
els (application and architecture) are captured in graphical diagrams using a domain specific language
(DSL) or standard unified modeling language (UML) [180] notations which is a combination of system
modeling language (SysML) [92] and of the Marte profile.

The Marte profile is an extension of the UML language to support model-driven development of
real-time and embedded application. It consists mainly of four parts:

• A core framework defining the basic concepts required to support real-time and embedded do-
main.

• A first specialization of this core package to support pure modeling of applications.
• A second specialization of this core package to support quantitative analysis of UML models and

performance analysis.
• A last part gathering all the MARTE concept.
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Cofluent studio tool can be use to model and simulate the behavior, timing requirements, architecture
and performance estimates (loads, power, memory, and cost) of any electronic system (HW IP, embed-
ded SW application, mixed HW/SW multiprocessor system) (Figure 2.17). Use cases of the system are
also modeled so the automatically generated transaction-level SystemC code can be used as verification
test-bench. Behaviors are described with intuitive graphical notations and ANSI C/C++ code, although
algorithms can be left undefined and abstracted to their sole execution time. Platforms are built by
assembling generic models of universal components like processors, integrated circuits, memories, inter-
connects. Each generic model provides variable parameters to easily adjust its behavior and performance
characteristics.

Figure 2.17 – Overview of Cofluent studio tool [6].

Space Codesign [157] on the other hand does not propose to help the user to parallelized its applica-
tion and directly starts with a parallelize application C code (Figure 2.18). With this framework the first
step is to define a set of potential architectures. These architectures vary the number of processors, the
type of interconnect, the HW/SW partitioning of tasks, the mapping of software tasks to processor cores
and the configuration of hardware components.

For each potential architecture and mapping, Space Codesign automatically generates a SystemC
TLM-2.0 virtual platform of the system’s hardware components, and a binary code for each processor in
the platform. Then an architecture performance evaluation is done along with estimation of the used re-
sources and of the power consumption. Finally, one architecture is selected based on the user constraints.
The selected architecture can then be implemented manually in RTL, or refined automatically thanks to
Space Codesign GenX [38, 156].

In conclusion the system level frameworks are tools that ease the exploration of the solution space.
Moreover thanks to the models approach these tools are able to help the user exploring the solution space
in a more efficient manner.
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Figure 2.18 – Overview of Space codesign tool [23].

However the models approach do not allow to model in an accurate manner the behavior of the
architecture which can leads to incorrectly sized solution. Furthermore most of exploration is done by
hand which is time consuming and difficult, especially in context of MPSoC architectures where the
solution space is huge.

2.3.3 Micro-architectural framework

Micro-architectural frameworks are used to model the design and behavior of a MPSoC platform and
its components. These frameworks allow to model with accuracy the internal architecture of the platform
and allow the performance evaluation and efficiency of these platforms.

For modeling purpose most of these frameworks are based on the SystemC language [120]. Indeed
the SystemC language allows an accurate modeling of the architecture without being as restrictive as
the hardware description language like VHDL. This then allow to explore more accurately the solution
space, compared to the system level framework.
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The SoCLib environment [22] is one of the major contributions in order to explore the micro-
architecture of a MPSoC platform. The goal of this platform is to provide the designer with a tool to
fully analyze and go through the architecture solution space. To that end performance analysis are per-
formed as soon as possible in the development process. Moreover in order to follow the project status the
SoCLib environment proposes several levels of simulation: cycle accurate, transaction level with time
and untimed transaction level.

The SoCLib simulation engine is based on a set of models described in SystemC following the
VCI/OCP communication protocol [32], which allows the integration of several IPs together. In order to
be compliant with the VCI/OCP protocol all the IPs are represented by state machines. This approach
allows the description of the IPs under two combinatorial functions, one for the transitions and one for
the outputs. The simulation of the entire platform is equivalent to the creation of a network of state
machines. The discrete event algorithm run by the SystemC kernel is then not overloaded and very
efficient. However the state machine approach implies a linear evolution of the simulation time, and
limits the scalability of the SoCLib framework. Moreover the application aspect is not taken into account
which creates a separation of concerns.

Still based on a SystemC approach, GreenSoC [12] propose a simulator based on the integration of
quick emulator (QEMU) [42] with a SystemC interface [78]. QEMU provides an open source emulation
platform, which can be modified to suit the needs of several modeling platforms. QEMU is then used to
emulate the software, while the hardware modules are described using SystemC (Figure 2.19).

Figure 2.19 – Qemu-SystemC framework.

The code execution is based on a dynamic translation of the binary code which allows QEMU to
speedup the execution time compared to the traditional instruction set simulator (ISS). The interactions
between the two environments are based on synchronous transactions initiated by QEMU. The instruc-
tions executed into QEMU are simulated at the cycle level in SystemC. Qemu forwarding to the SystemC
model all the information necessary to execute the instruction (kind of instruction, registers value, mem-
ory access).
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QEMU-SystemC allows to efficiently get performance evaluation and validation of architectural prin-
ciples. However the modeling of a complete MPSoC, in terms of simulation and performance estimates
still has to be demonstrated [44].

Gem5 tool [47] results of combined efforts from industries (ARM, AMD, HP, MIPS) and academics
(Princeton, MIT, Universities of Michigan) and propose a discrete event modular platform based on
the merge of M5 [48] and GEMS [151] tools. M5 is used to provide a highly configurable simulation
tool based on several instruction set architecture (ISA), while GEMS is used to provide a flexible and
dedicated memory system, including several interconnection, memory and cache protocols.

This merge offers to the tool a high level of flexibility both at the modeling and the simulation levels.
It is indeed possible to configure each model present into the library in regards of the current status of
the project. The simulation can be run at the cycle accurate level or at the system level depending on the
project progress status.

Moreover one of the main advantages of this framework is the architecture accurate temporal esti-
mations which are made possible thanks to the discrete events simulation core. However the ability of
GEM5 to integrate new architectural models is limited and reduces the use of this tool to the models
present into the library.

One of the major micro-architectural exploration frameworks for MPSoC architectures is proposed
by Imperas. Imperas offers to model MPSoC platform at the software level thanks to the OVP simulation
platform [18]. This platform is structured around three main axes:

• A rich library of models composed by a large panel of processors, peripherals and MPSoC plat-
forms.

• A set of modeling API.
• A simulation platform called OVPSim.

These features enable the OVP platform to answer three types of distinct needs (Figure 2.20): (1)
the validation and estimation of performance of an application, (2) the description and validation of
hardware devices, (3) the modeling and the simulation of MPSoC architectures. Moreover as done by
QEMU the OVPSim simulation core is based on a dynamic binary code translation to reach a high level
of performance. Moreover OVPSim is composed of a set of wrappers which enables to encapsulate the
simulation core within other environment.

OVP thanks to its rich library of models, its API and documentation is one of the major tools in the
domain. However one of the main drawbacks of this tool is the lack of temporal estimations which does
not allow its use in the more advanced stages of the project development.

Finally, Mescal [150] proposes a framework where the designer has only to think about the data path
of the design. All possible primitive operations that the data path supports are extracted automatically,
i.e., the designer does not have to specify any op-codes or control logic elements. The designer can then
restrict the set of operations and define more complex instructions from the set of primitive instructions.
Cycle-accurate simulators and synthesizable verilog descriptions of the architecture can be generated.
However this framework is limited to purely data-flow application.

In conclusion, the micro-architectural frameworks are tools that allow to model in a more accurate
manner the behavior of a hardware peripherals, processors or MPSoC architectures. However this accu-
racy comes with a price. Indeed the exploration time is important since the modeling of each component
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Figure 2.20 – Overview of the OVP platform.

requires an accurate definition. Moreover the modeling and the exploration is only done by hand which
is time consuming.

Finally some of the micro-architectural frameworks do not take into account the application aspects.
This is a main drawback since the application and the architecture mutually influence each other. This
separation of concerns can then lead to an incorrectly sized architecture.

2.3.4 HLS framework

The HLS frameworks are able from a high level application specification (C, C++, OpenCL, Sys-
temC, Matlab) to produces a hardware description of this application (RTL code). A typical HLS con-
ception flow is depicted in Figure 2.21.

In such a flow, the first step is to produces a high level code, the second step is the compilation
and the production of a hardware description. Finally the last step is a traditional hardware description
language (HDL) code compilation. The compilation of the application high level representation is also
done into three phases implemented within the front-end, the middle-end and the back-end. The front-end
generates an intermediate representation on which it is simpler to apply transformations. The necessary
transformations such as the scheduling, the optimization and the addition of variable are performed
during the middle end. Finally the code generation is realized during the back end step.

The HLS tools are based on a set of internal operators [161] providing information about the area,
the latency and other used hardware resources. So with a relative accuracy it is possible to quickly get
hardware resources estimations. With these estimations the user may impose transformations, like loop
transformations to guide the tool to the most promising regions of the solution space.

There exist many HLS tools both in the academics and in the industrial domains. Catapult C [104]
and Cadence-C-to-silicon [4] are two of the major tools of the domains. They use as an entry point the C,
C++ and SystemC language and produce in output a HDL code for several FPGA (Field Programmable
Gate Array) families.

HDL coder [182] which uses as entry point the Matlab language is another example. HDL Coder
generates portable, synthesizable Verilog and VHDL code from MATLAB functions, Simulink models,
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Figure 2.21 – HLS and traditional design process [184]

and Stateflow charts. The generated HDL code can be used for FPGA programming or ASIC prototyping
and design. HDL Coder provides a workflow advisor that automates the programming of Xilinx and
Altera FPGAs. The HDL architecture and implementation can be controlled, by highlighting critical
paths, and generating hardware resources utilization estimates.

Synflow [25] proposes to use the RVC-CAL [213] language for the application description in order
to produces VHDL or verilogs code. RVC-CAL is a language specially dedicated to the description of
data-flow application.

The FPGA vendors have also proposed their own HLS tools. Xilinx with Vivado HLS [89] propose
from a C-based design description, directives and constraints to generate design files in Verilog, VHDL
and SystemC. In addition verification and implementation scripts, used to automate the RTL verification
and RTL synthesis steps are also created. This HDL representation can then be synthesized into a form
that can be implemented in a Xilinx FPGA.

Altera with Altera OpenCL proposes on the other hand to start with an OpenCL application descrip-
tion. Altera OpenCL [183] from this application description generates dedicated VHDL code for the
hardware architecture. The goal of the OpenCL approach is to ease the extraction of the application
parallelism. Designing in this way allows the designer to easily migrate to new FPGAs that offer bet-
ter performance and higher capacities because the OpenCL compiler will transform the same high-level
description into pipelines that take advantage of the new FPGAs.

Academics have also proposed to generate HDL from a high level description. Some of them take
as inputs data flow applications described in C in order to be able to generate a HDL description of the
applications [7, 168]. Other approaches propose to target several application domains [11, 14, 160], but
their approach is not yet mature which lead to inefficient architectures, or put a big effort on re-writing
the C code to a solution that can be easily handled by the tool.
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In conclusion the HLS tools provide an efficient way from a high level application description to
generate a hardware architecture. However despite the benefit on the design time all these approaches
are not able to reach the level of performance of a hand coded IP block. Moreover since these tools
generate for each task a hardware IP block, these approaches can lead to big architectures which are not
always suitable for the embedded system domain. In addition the abstraction level does not allow the
exploration of a large set of solutions (Figure 2.15).

2.3.5 Summary

The question of an efficient design space exploration methodology has been extensively studied in
the past years. This result in a set of tools used to ease the design space exploration at different level of
abstraction as shown on This result in a set of tools used to ease the design space exploration at different
level of abstraction as shown on Figure 2.22.

Figure 2.22 – Representation of the needs fullfiled by each tool presented during the state of the art

On this figure the tools are compared regarding several characteristics parameters depicted into sec-
tion 1.1.

On one hand, the system level framework allows an easy modeling of both the application and the
architecture, in order to reduce the time to market. However the models approaches do not allow to take
into account all the application and architectural constraints.

This is why tools that explore the micro-architecture have been defined. These tools allow to clearly
details all the architectural constraints, but in most of the case the application constraints are not taken
into account or the tool does not allow to fully explore the overall architecture. Moreover for the system
level and the micro-architectural frameworks the exploration is done by hand which is error prone and
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time consuming.

To reduce the time to market HLS tools that produce a VHDL code from an application descrip-
tion were proposed. But the level of performance provided by these tools does not reach the level of
performance of a hand-coded IP block.

2.4 Summary

In this chapter we saw that the MPSoC architectures appear as a promising solution to face the new
application needs. These architectures have high computing capabilities all in a restricted power budget.

However these architectures are difficult to design, to program and the management of the hetero-
geneity is another issue. To ease the conception and the programming of these platforms a set of DSE
tools have been proposed.

Despite the services bring by these initiatives none of these approaches are able to meet the needs of
a complete design space exploration processes as depicted on Figure 2.23. One of the main drawbacks
of existing tool flows is that no tool is able to take into account at the same time the application and
architecture characteristics while these parameters mutually influence each other. This last statement
becomes particularly true for current and future MPSoC architectures.

Figure 2.23 – Representation of an ideal flow where each state of the art tools is positioned

This why in the context of this thesis we propose a DSE methodology to ease the design and pro-
gramming of MPSoC architectures. Moreover we also propose to define at the hardware level abstraction
interfaces to ease the MPSoC architectures programming.
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Parsimonious architecture solution space
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Abstract: The optimized configurations of MPSoCs architectures requires complex researches and
spotlight the need of an automatic design processes to reduce the time to market and allow a fast and
efficient design space exploration. To that end this chapter introduces a design space exploration method-
ology which explores automatically and at the same time the application and the architecture. To allow
the automatic exploration a tool called PARSE is defined. PARSE is based on recursive mechanisms and
on a parsimonious representation of the solution space to allow an efficient exploration in a reasonable
amount of time. This methodology has been tested on both benchmarks and real life applications and
has shown promising results.
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3.1 Introduction

We show in the state of the art (see section 2) that none of the existing tools are able to explore at the
same time the application and the architecture of a MPSoC.

Currently either the application or the architectural model is set and the exploration of the solution
space aims to improve the definition of the input models. Furthermore the most exhaustive tasks of cur-
rent DSE approach are under the responsibility of the user which has been proven to be time consuming
and error prone. One possible solution to ease the user task is to use HLS tools, but this can lead to
oversized architecture and sub-optimal solution.

In order to ease the development of MPSoC architectures, this chapter presents a design space explo-
ration methodology which proposes to explore and define at the same time the architecture, the applica-
tion, the mapping and the data placement of the application onto the architecture.

To that end we have defined a tool called PARSE for parsimonious architecture solution space ex-
ploration. PARSE is based on a set of evolutionary algorithms and on a parsimonious representation
of the solution space to efficiently explore this latter. Moreover a set of metrics have been added to the
algorithms to reduce the exploration runtime by avoiding the accurate exploration of uninteresting design
points.

The rest of this chapter gives in section 3.2 the definitions used in this chapter. The proposed DSE
methodology is depicted in section 3.3. The mapping and data placement heuristics are explained in
section 3.4 and 3.5 along with the results obtained in a standalone mode. Finally the results obtained
when the mapping and data placement heuristics are used jointly are depicted in section 3.6.

3.2 Definitions

3.2.1 Application model

Figure 3.1 – (A) Application represented as an oriented graph, (B) Task specification represented with
the Array-OL formalism.

The application model needed for the solution space exploration (Figure 3.1.A) is an oriented graph
G(T,E) composed by a number of tasks (nbt).

With this representation the tasks are elementary computation (EC) (Figure 3.1.B) iterated into nested
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loop allowing to consume the multidimensional input array represented as the edges in the graph (Figure
3.1.A).

Data handling is based on the Array-OL formalism [100]. The Array-OL formalism specifies the
size of the consumed and produced array (

−→
A and

−→
B ). The information about the input/output array

consumption/production is given by the origin vector
−→
O , the fitting matrix

−→
F and the paving matrix

−→
P .

The origin vector specifies the coordinate of the first data to process. The fitting matrix says how to parse
the input array to fire the EC, the paving matrix explains how the patterns are positioned into the array.
The iteration space of the loop (−→r ), specify how many times the EC has to be repeated on each array
dimensions in order to consume all the input data.

Figure 3.2 – Example based on the task representation given Figure 3.1.B of how the input/output array
are read/write.

Based on the task representation given Figure 3.1.B, the Figure 3.2 represent how the fitting matrix−→
F parse the input/output array

−→
A and

−→
B based on the iteration space −→r .

The data exchange between the processing cores being done based on array exchange. These arrays
are located either in the external or into the local memory of the architecture.

It is important to note that this application model is not provided by the user as entry point. Indeed the
application model is automatically obtained by the proposed DSE methodology and used as an internal
representation to enable the exploration of the solution space.

Moreover, each application is associated with an execution time constraints set by the user (et cst).
This constraint is set to guide the exploration of the solution space.

3.2.2 Task model

In the context of this thesis a task has several timing related constraints. These enable us to consider
heterogeneous architectures. These constraints are then dependent of the current mapping and of the
architecture and need to be evaluated at runtime. The considered timing are represented on Figure 3.3,
for one task (t0): (1) the fire time of the task (tift), (2) the time needed by the task to process the data
(tiet ie its execution time on a specific core of the architecture), (3) the time needed by the task to access
the data (tict), (4) the overlap of the communication time over the computation time (tiover).

Based on the above information the total task runtime (tirun) can be computed according to Eq 3.1.
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Figure 3.3 – Example of task execution time evaluation.

tirun = tift+ tiet+ tict− tict ∗ tiover (3.1)

As can be seen, optimizing the overlap of tasks (i.e. performing communications during computa-
tions of others tasks, enables to optimize the overall application execution.

3.2.3 Architecture model

In order to be accurate enough and propose architectures close as possible from the optimal design
point, an architecture is divided in two levels: (1) the platform level and (2) the node level. At the
platform level (Figure 3.4) the architecture is seen like a set of interconnect and nodes. This allow
PARSE to measure and evaluate the benefit of an interconnect, to see if it is beneficial to add or remove
nodes. Existing architecture can be modeled also with this representation.

Figure 3.4 – Architecture model generated by PARSE

Two types of physical nodes are considered: (1) the active nodes and (2) the passive ones. The active
nodes contain one or several cores and are used for processing purpose. The passive node exposes their
address space to the active nodes. These nodes are not able to initiate anything on the interconnect and
they can be read or written by the other nodes. These nodes are typically memories plugged onto the
interconnect or I/O peripherals.

An architecture is described thanks to a hierarchical topology graph. A hierarchical topology graph
is a graph P (M,F ) made of two levels: (1) the platform level and (2) the node level. At the platform
level the architecture is constructed around a number of nodes (nbn). These nodes are divided into a
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set of processing nodes (nbc) and a set of passive nodes (nbp) (Eq.3.2). Each nodei ∈ M representing
a node in the topology and the directed edge fi,j ∈ F representing a communication link between the
nodei and nodej . The weight of the edge fi,j (not shown on Fig 3.4 for sake of clarity), denoted as the
bwi,j , represents the bandwidth available on the link fi,j .

nbn = nbc+ nbp (3.2)

At the node level the node are either active or passive and can be organized around processors, memo-
ries, dedicated processing IPs. For each architecture its related cost (archcst) is computed. The architec-
tural cost compares the amount of used resources with the amount of available resources (archresources)
which allow to valid or invalid the current architectural solution (archsol) Eq.3.3.

archcst ≤ archresources then archsol = valid else archsol = invalid; (3.3)

3.2.4 Nomenclature

To ease the reading of this chapter, the table 3.1 resumes the variable names used in this work.

Table 3.1 – Variable names nomenclature

Variable Name Representation
ti Task ti
tift Fire time of the task ti
tiet Time needed by task ti to process the data
tiover Task ti overlap
tict Task ti communication time
tirun Task ti runtime
−→
O Origin vector
−→
F Fitting matrix
−→r Iteration space
−→
P Paving matrix

nodei Node i
nbt Number of tasks
nbn Number of nodes
nbc Number of processing nodes
nbp Number of passive nodes
fi,j Communication link between nodei and nodej
bwi,j Bandwidth of the link fi,j
et cst Execution time constraints set by the user
arch sol Current architectural solution
arch cst Architectural cost

arch resources Available architectural resources
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3.3 DSE methodology

3.3.1 Presentation

The proposed DSE methodology (Figure 3.5) is based on three inputs: (1) the application sequential
C code, (2) the architecture library, (3) the constraints file. In order to explore the solution space and
generate both a hardware architecture and an executable binary code we defines six services: (1) a code
profiler, (2) a code parallelization tool, (3) a design space exploration tool (PARSE), (4) a SystemC
simulator, (5) a binary code generator and (6) a HDL code generator.

The first stage of the proposed methodology extracts from the sequential C code the application
parallelism and its task graph. Based on the tasks graph the application is profiled. The goal is to profile
each task onto each core of the library. This operation is done to identify the hot points of the application.
Based on these informations (profiling and task graph) the user can:

• Choose to adapt the application sequential C code if the demands in terms of resources are too
important (Memory load/bandwidth, computing power ...)

• Define new IP into the library, if specific tasks of the application have to be speeded-up.
• Leave the application and architecture library as is and define for each task a set of cores that can

run it. This operation is done in order to remove from the solution space the unsuitable cores.

The reduction of the solution space is a key step in the proposed DSE methodology. Indeed the
simultaneous definition of the architecture, the mapping and the data placement generate the exploration
of a huge solution space. The reduction of the number of solution based on the user experience allows to
define the parsimonious representation taken as input by PARSE to focus on the most promising regions
of the solution space and to reduce the exploration runtime.

Based on the IPs choices made by the user PARSE is triggered. The exploration of the solution space
is done in a recursive manner where three evolutionary algorithms evolve at the same time their popu-
lation of solutions. The first algorithm explores the architectural solution space, the second algorithm
explores the mapping solution space and the third one go through the data placement solution space.

In order to evaluate each potential solution (Architecture, task mapping and data placement), a Sys-
temC simulator is generated. The performance evaluations provided by the SystemC simulator are used
by the three evolutionary algorithms to explore and evolve the potential solutions and converge to the
most promising region of the solution space.

Once PARSE concludes its exploration, the best compromise is chosen as the final solution. The
final operations of the DSE methodology consists on one hand to generate the HDL code of the identified
architectural solution and the executable binary code able to run on top of the generated architecture.

In the context of this thesis the functionality ensured by each function of the DSE methodology is
detailed along with the expected inputs and outputs. However due to the inherent complexity of the
proposed approach we choose to focus on PARSE specification.

The code parallelization, profiling HDL and binary code generation steps have already been described
by the state of the art.

This chapter then describes the architecture, mapping and data placement heuristics behaviors and
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Figure 3.5 – Design space exploration methodology.



44 Parsimonious architecture solution space exploration

operations. However due to the inherent complexity of PARSE only the mapping and data placement
heuristics are fully described, implemented and tested. We concentrate on the mapping and data place-
ment heuristics since they are needed to allow the architecture exploration. Moreover it already exist an
important set of MPSoC architectures to efficiently train the mapping and data placement heuristics.

A functional implementation proposal of the DSE methodology with already existing tools is how-
ever given in annex A.1.

3.3.2 Methodology description

3.3.2.1 DSE methodology inputs

Architecture library:

Figure 3.6 – Architecture library representation.

The architecture library is defined by the user and has to be build once. The architecture library used
by the DSE methodology is composed of all the IPs necessary to define and build a MPSoC platform. All
the IPs are captured thanks to the IP-XACT [35] standard formalism to ease the architecture and HDL
code generation. The library (Figure 3.6) is composed of three categories of IPs: (1) The processing
cores used to execute the application tasks, (2) The interconnect IPs used to transfer the data between the
cores and between the memory, (3) The memory IPs used to store the data shared among the platform.
The processing cores are distributed into two categories as proposed in [203]:

• The commercial on the shelve (COTS) processors:
— The GPP are designed to support general purpose computation and target several application

domains. The GPP execute a standard ISA.
— The domain oriented processors (DSP, GPU...) are designed for a specific domain of applica-

tion. They execute a domain specific ISA.
— The application specific instruction set processors (ASIP) are processors designed for the

benefit of specific applications or application domain. They execute a custom domain specific
ISA.

• The data flow accelerators:
— The purely data flow accelerators provide a high level of performance on a dedicated task.

To that end the communication is based on a data streaming approach, and the accelerators
just read and write into FIFOs. No ISA is involved since these accelerators are dedicated to a
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specific function (FFT, Convolution, Filtering...).
— The programmable data flow accelerators have the ability to exhibit different behaviors based

on the value written into the accelerators registers. Typically these accelerators are filters
where the filter coefficient values can be modified at runtime. The programmable data flow
accelerators provide the same level of performance as the purely data-flow accelerators, but
their hardware cost is higher.

The memory IPs are composed of IPs that allows to implement and test different memory hierarchy
within the architecture (distributed and shared). The interconnect are composed of bus, NoC and point
to point connection into order to be able to identify the most adapted interconnect.

In the context of this thesis the FPGA dynamic reconfiguration capabilities are not used. The IPs
mapped onto the FPGA are considered mapped during all the application execution.

Application inputs:

• Sequential C code: The code given as input of the DSE methodology is a fully standard se-
quential C code. This code is the representation of the applications behavior from which the
application parallelism is extracted.

• Constraints file: The constraints file is define by the user to set the specification constraints. The
user define the parameters that the architecture needs to respect in terms of power consumption,
area, energy dissipation, memory size, memory technology and operating frequency. The user
also defines within this file the application execution time and the environmental constraints.

3.3.2.2 Code parallelization

The code parallelization extract from the application sequential C code, the task graph and its inherent
parallelism (Figure 3.7). This step gives to PARSE the possibilities to exploit the application parallelism
and adapt its solution (architecture, mapping and data placement) based on the user constraints and on
the obtained performance.

On the example (Figure 3.7) the code parallelization extracts from the application sequential C code
a task graph composed by three tasks.

Figure 3.7 – Example of the operation done by the code parallelization tool, which from a sequential C
code produce a task graph.

This NP difficult problem is under the work of this thesis and will rely on existing tools and related
work.
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3.3.2.3 Profiler

The application profiling is done to ease the selection of a set of cores model by the user task for
each task of the application. The information provided give for each task the CPU time needed to run
onto each COTS processors of the library.

These profiling information are provided automatically and only for the COTS processors. Indeed it
is difficult from the application task graph to identify in an automated manner a code section that can be
run onto data-flow accelerators. This is why the user when defining the parsimonious representation has
the possibility to include data-flows accelerators based on its own experience (see section 3.3.2.4).

As an example and based on the application task graph depicted Figure 3.7 the profiler produces the
table 3.2 which defines for each core if it is possible to run the task and the time needed to run it.

Table 3.2 – Exploration runtime of the three test applications.
ip0 ip1 ip2 ip3 ip4 ip5

t0 0.1s 1.8s 0.16s 1s 1.3s Unsuitable
t1 1.2s 0.2s 2s 1.7s 1.3s 3s
t2 0.08s 1.15s 0.16s 2.2s 1.8s 1.6s

Based on this table and on the execution time constraints, the user to defines the dictionary of the
parsimonious representation (see section 3.3.2.4). It is important to note that the profiler suppose zero
cycle latencies to access the data.

3.3.2.4 Parsimonious representation

The profiling informations along with the tasks graph are used to point out to the user the bottlenecks
at the architecture and application levels. Based on these informations the user can either modify its
application, enrich the architecture library with new IPs or define a set of IPs for each tasks.

The definition by the user of a set of cores for each task is needed since the solution space to explore
is huge. To reduce the size of the solution space and the associated exploration runtime the user then
provides to PARSE a parsimonious representation of the solution space [144]. This point relies on his
invaluable experience.

A parsimonious representation is given by the equation 3.4, where y is the solution matrix, x the
parsimonious decomposition of y andD is the dictionary used for the decomposition. The corresponding
matricial notation is given by equation 3.5.

y = D × x (3.4) y0,0 · · · y0,n
... · · · · · ·

ym,0 · · · ym,n

 =

 ip0, t0 · · · ip0, tn
... · · · · · ·

ipm, t0 · · · ipm, tn

×
x0,0 · · · x0,m

... · · · · · ·
xn,0 · · · xn,m

 (3.5)
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In the context of PARSE y is the matrix solution of size N by M (where N is the number of tasks
of the application and M the number of possible cores for the architecture) which represent the best
compromise for the application and the architecture. D is the dictionary defined by the user which
described the set of available cores for each task. x is the matrix automatically determined by PARSE to
get the y matrix solution.

If we take as an example an execution time constraint of 1 second based on the application task
graph of Figure 3.7 and the profiling informations of Table 3.2 the result obtained following the PARSE
exploration is the one of equation 3.6.

The dictionary D defines that the task t0 can be mapped onto the ip0 and the ip2, the task t1 onto the
ip1 and the task t2 onto the ip0 and the ip2. Based on the x matrix determined by PARSE we see that the
find architecture is composed by three IPs, and the task t0 is mapped on the ip0, the task t1 is mapped on
the ip1 and the task t2 is mapped on the ip2.ip0, t0 0 0

0 ip1, t1 0
0 0 ip2, t2

 =

ip0, t0 0 ip2, t0
0 ip1, t1 0

ip0, t2 0 ip2, t2

×
1 0 0
0 1 0
0 0 1

 (3.6)

3.3.2.5 PARSE

The exploration of the solution space within PARSE is based on three evolutionary algorithms. For
the exploration of the architecture solution space a genetic algorithm (GA) [102] is used. The GA creates
and evolves a heterogeneous population of architectural solutions. The generated solutions are composed
of different cores, memory and architecture hierarchy and interconnect. Based on this architecture pop-
ulation the second step defines for each architectural solution a mapping of the application onto that
architecture (Figure 3.5). To that end a tabu search algorithm is used to explore the solution space. For
each potential architecture and mapping solution, a third evolutionary algorithm is triggered to explore
the data placement solution space. The exploration is based on a GA to apply loop based transformation
in order to define the most efficient data placement solution. This process is summarized as ITx on
Figure 3.5.

As stated above in the context of this thesis only the algorithms used to explore the mapping and
data placement solution space are fully described and tested respectively into section 3.4, 3.5 and 3.6.
The rest of this section then depicts the architecture exploration heuristic. To that end the function and
operations realized by the architecture exploration heuristics is described along with the representation
of the solution space in a form of a chromosome.

Architecture exploration:

The number of parameters of MPSoC architectures is huge and leads to an exponential increase of the
number of potential solutions. The exploration of the solution space in an exhaustive manner even with
a parsimonious approach is impossible in a reasonable amount of time. The introduction of heuristics to
efficiently go through the solution space is then needed. In the context of the architecture solution space
exploration, the uses of neighborhood heuristics allow the optimization of one criterion at a time which
is penalizing. Indeed the architecture solution space exploration imposes the optimization of several
design points at the same time (memory and architecture hierarchy, number and type of processing
IPs, interconnect topology) and then requires the use of a multi-objective heuristics [62, 181]. The GA
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are then preferably chosen since they are more efficient than the other heuristics for multi-objective
exploration [63, 64, 155].

The genetic algorithms are search heuristics that mimics the process of natural selection. The genetic
algorithms are used to evolve a population toward the most promising regions of the solution space. Each
individual or chromosome represents a potential solution to the problem.

Genetic algorithm transformations:

In order to define hardware efficient architecture the parameters that can be changed automatically by
the GA at the platform and at the node level are the following: (1) The number and kind of IPs, (2) The
memory size, (3) The memory hierarchy, (4) The architecture hierarchy, (5) The interconnect topology.

Chromosome coding:

Figure 3.8 – Conversion of an architecture to a chromosome. Within this architecture the three nodes are
connected to a NoC. The NoC is the HERMES NoC [154]. Two nodes are active and constructed around
the microblaze and LEON processors, while the third node gives access to a DDR memory.

The proposed chromosome is based on a variable chromosome size. Known chromosome size indeed
reduces the possibilities to change the architecture organization and characteristics, which is unaccept-
able when doing architecture design space exploration [102]. With the proposed encoding, the size of
the chromosome is variable in order to ease the addition or the removal of nodes onto the interconnect.
As shown on Figure 3.8 each chromosome describe: (1) The number of node implemented onto the in-
terconnect, (2) the type of the node, (3) the interconnect topology and how the nodes are connected with
each other. Depending on the node the chromosome describe: (1) the organization of the node, (2) the
size and type of memory implemented within the node and (3) the number and type of PE.

Cost function:
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The cost function used by the GA is the same as the one used by the mapping and data placement
heuristics and is detailed in section 3.4.

3.3.2.6 SystemC simulation

In the context of MPSoC architectures, it is quite difficult to precisely model the behavior of the
architecture and of the application using an analytic approach. This lack of accuracy is a main drawback
since the evolutionary algorithms can lead to sub-optimal solution. The use of a SystemC simulator is
then needed to have a more accurate representation of the solution space.

The problem is then the time required to run the SystemC simulations. This is why the solution space
is represented in a parsimonious manner to focus on the most promising regions of the solution space.
Moreover to avoid the accurate exploration of uninteresting design points we propose a mixed evaluation
method (See section 3.4) based on metrics to reduce the number of simulations.

3.3.2.7 Binary and HDL code generation

The binary code generator is used to provide to the user a parallelized binary code to run on top
of the proposed architecture. The binary code generator takes as inputs the application task graph, the
architecture model, the mapping and data placement representations.

The HDL code generation is done to provide the user with a hardware description of the architecture.
Since PARSE in the context of the exploration has to test and combine different type of IPs together, the
architecture is what we call a ”plug and play” architecture. The principle is to be able to use all the IPs
library without putting any effort on the user side to interface the IPs. To that end the connection to the
interconnect is abstracted by the means of a generic interface (Figure 3.9) called accelerator interface
(AI) detailed in the chapter 4. All the accelerators of the library have to be compliant with this interface
in order to easily construct the architecture and generate the HDL code.

Moreover in order to ease the task mapping and data placement resolution the AI gives to the con-
nected IPs an autonomous behavior regarding the master processor once programmed. Indeed the AI
thanks to its architecture and programming protocol release the master processor from the management
of the task scheduling and data transfers.

Figure 3.9 – Representation of how the AI connect the IPs onto the interconnect.
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3.4 Mapping exploration

3.4.1 Introduction

The application mapping in a MPSoC is a key point to reach high performance. Since the appli-
cation mapping is dependent of the interconnect, the memory size and bandwidth and of the processor
efficiency, the impact of the application mapping has to be evaluated during the architecture definition in
order to find the best compromise for the architecture and the application. An ideal task mapping being a
mapping where the communication cost is minimal and where the time needed to run the task is greater
or at least equal to the task communication time.

Depending on the time the tasks are assigned to the cores, the mapping techniques can be classified
to be either static or dynamic [175].

The dynamic mappings perform the assignment and ordering of tasks at runtime. Dynamic mapping
always tries to detect the performance bottleneck and distribute the workload among the processors. In
case of static mapping, the mapping of task is performed off-line, before the application is running. For
a given application and a target level of performance the static mapping always tries to define the best
mapping at design time. In the context of this thesis the static mapping is considered. Indeed our aims
with the proposed framework is to get performances evaluations and go through the solution space in
order to identify the best compromise for both the architecture and the application.

The static mapping approach can be broadly classified to be either exact mapping or search based
mapping [175].

The exact mappings produce optimal solution and have been extensively studied in the literature. In
[158] an approach for mapping cores onto NoC based topology was proposed with the aims of ensuring
an optimization tradeoff between the execution time, the resources occupation and the communication
cost. In [99] a mixed integer linear programming (ILP) is proposed to define energy efficient application
mapping. This work was further extended in [118] to find a tradeoff between computation and commu-
nication times. With the same philosophy [197] proposes an ILP formulation for energy consumption
reduction tested on different benchmarks. In [69] the factors that produce network contention and delays
have been analyzed and taken into account. However the main drawback of exact mapping approaches
is the high CPU time needed to determine the solution. To overcome these limitations [187, 198] pro-
poses to cluster the application graph. Despite the gain in CPU time this approach reduces the obtained
performances.

Search based mappings on the other hand do not always produce an optimal solution, but aims to
produce a solution close to the optimal by exploring a reduced number of design points. Depending on
the search type and results there are two types of search based mapping algorithm: (1) deterministic and
(2) heuristic based.

Branch and bound (BB) [136] belongs to the deterministic search algorithm. In [116] based on BB
algorithm, an energy and performance aware mapping algorithm for NoC based architecture is proposed.
Still based on the same approach [141] proposes a traffic balanced algorithm. However the deterministic
search requires long exploration time as for the exact mappings.

The heuristic search algorithms on the other hand do not always find the same final solution, but are
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constructed in a way to ensure the convergence to the most promising regions of the solution space. The
heuristic search techniques can be classified into three categories: (1) the transformative heuristic, (2)
the constructive heuristic without iterative improvement and (3) the constructive heuristic with iterative
improvement. The Genetic Algorithm (GA) and the Particle Swarm Optimization (PSO) are the mainly
used transformative heuristics. In [36] these heuristics are implemented for performance aware mapping,
while in [46, 211] they are used for energy efficient mapping and for communication reduction in [70,
177].

The constructive heuristics without iterative improvement evolve one solution at a time. No optimiza-
tion techniques are applied upon the initial solution to evolve toward a better solution. These solutions
were used to define communication aware [163, 216] and energy aware [68, 199] mapping algorithm.
While [179] have been proposed to define hardware cost effective NoC.

In contrast, the constructive heuristics with iterative improvement still evolve one solution at a time
but iterative improvements are done upon the initial solution to always go toward a better solution.
These algorithms have also been used to define communication [123, 148, 218] and energy [84, 85, 210]
efficient mapping algorithm, as well as for hardware cost reduction of NoC [109].

The heuristic approach has proved to be scalable and particularly well suited to scale with the increase
of the number of cores. The most efficient approach for the application mapping is the constructive
heuristic [175] and more particularly the tabu search (TS) heuristic [101]. Indeed this heuristic has
proven to converge in a more efficient manner compared to the other approach [76, 178, 191, 196]. The
TS heuristics are then preferably chosen in the context of PARSE.

However, despite the quality of these techniques they are all based on analytic formulas to evaluate
the application mapping. This is no more possible in the framework of modern MPSoC architectures.
Indeed it becomes highly complex to accurately model the communication topology and architecture
behavior of a MPSoC architecture with an analytic formula. Moreover with these approaches the data
placement is determined after the task mapping which creates a separation of concerns between task and
data parallelism and leads to sub-optimal solution.

In order to avoid a separation of concerns and have an accurate representation of the solution space
the mapping and data placement have to be explored jointly. SystemC simulations are then required for
accuracy purposes but come with high runtime overhead. However due to the size of the solution space
each design points cannot be evaluated accurately due to the exploration runtime overhead.

To that end this work introduces a mixed evaluation heuristics based on metrics to determine the
quality of a design point. Based on the metrics results the data placement solution space is explored
for the most promising design points while the others designs points are evaluated thanks to an analytic
formula to not affect the exploration process. This approach allows the reduction of the exploration
runtime while maintaining an accurate representation of the solution space.
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3.4.2 Tabu search

3.4.2.1 Presentation

The proposed tabu search reduce space (TSRS) framework for the mapping exploration is depicted
in Figure 3.10. The inputs are a parallelized application task graph, an architecture model, the profiling
informations and the constraints file. The first step of the proposed framework is to compute the metrics
used to evaluate the quality of the design points.

Figure 3.10 – TSRS framework used to explore the application mapping solution space.

To avoid the accurate exploration of uninteresting design points a set of metrics is automatically
computed prior to the mapping exploration. These metrics are computed based on the application task
graph, the architecture model, the profiling informations and the user constraints. Based on these metrics
the TS algorithm is able to avoid the accurate exploration of uninteresting design points (see section
3.4.2.4 and 3.4.2.5).

From these inputs, the TS algorithm is triggered to automatically explore the mapping solution space
and an initial solution is randomly created.

TS is a heuristic that evolves only one solution at a time. The change from one configuration s to
another one t is done in three steps: (1) All neighbors of s are constructed from elementary movement
(see section 3.4.2.2), (2) Each design point quality is evaluated thanks to the metrics to avoid the accurate
exploration of uninteresting design points (see section 3.4.2.4), (3) Based on the metrics results the data
placement is evaluated for the most promising design points while the other design points are evaluated
with a analytic formula to not affect the exploration process (see section 3.4.2.5 and 3.4.2.6). The neigh-
bor that succeeds to s (i.e t) is the neighbor producing the best task mapping and data placement. The
data placement is explored in parallel of the task mapping.

To avoid a cycle phenomenon and return to a previously selected solution, a memory of Tabu solution
is updated at each iteration. The Diversification operator is also implemented. This operator avoid that
a large region of the solution space remains completely unexplored [101] by restarting the TS process if
the best solution stays constant during a certain number of iteration.
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3.4.2.2 Neighborhood generation

The neighborhoodN(s) is generally defined as the set of neighboring solutions of the current config-
uration s. The set N(s) is the set of valid solutions obtained by applying to s a movement m belonging
to the set M of possible movements.

A movement in the context of the TSRS framework is the remapping of a task originally located to
a nodei to nodej . An example is given Figure 3.11 where the task 1 is moved from the node3 to the
node0. In the context of PARSE only one task is moved at a time in order to avoid the generation of a
huge solution space.

Figure 3.11 – Example of Tabu movement used to generate the neighborhood. One task is moved at a
time. Here the task 1 is moved from the node3 to the node0.

3.4.2.3 Diversification operator

The diversification operator encourages the search to explore unvisited regions. This operator is trig-
gered if the best solution stays constant for many iterations. The diversification operator implementation
follows the one proposed by [101] and randomly redefines the current solution and reset the tabu memory
if the best solution stays constant for a number of iteration equal to the number of iteration defined by
the diversification operator level.This diversification operator level is set depending of the application
complexity.

3.4.2.4 Metrics

Distance metric

This metric is intended to identify quickly a problem in communication requirements for the current
mapping. Based on the application task graph and architecture topology graph, the first step is to compute
the raw throughput (thg) of the application, which depends on the tasks data production and on the
execution time constraint set by the user (Eq. 3.7).

thg =

nbt−1∑
i=0

nbt−1∑
j=0
j 6=i

t prodi,j
et cst

; (3.7)

In parallel the mean path (mean path) between all the nodes of the architecture is computed (Eq
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.3.8). Where the distance between nodei and nodej (disti,j) is computed based on Dijkstra algorithm
[67].

mean path =

nbn−1∑
i=0

nbn−1∑
j=0
j 6=i

disti,j

nbn ∗ nbn
; (3.8)

Based on the throughput and on the mean path values, the mean communication (mean com) for the
application is obtained (Eq. 3.9).

mean com =
thg ×mean path

nbt ∗ nbt
; (3.9)

In parallel of this computation, the communication cost (t comi,j) to transfer the data from task ti to
task tj is computed (Eq. 3.10). Where distmi,mj represent the distance between the task ti mapped onto
the core mi and the task tj mapped onto the core mj. The minimum communication cost to transfer the
data from task ti to task tj (t min comi,j) is also computed in order to handle the case where two tasks
which highly communicate together are responsible of most of the communications over the platform
(Eq. 3.10 and 3.11). t min comi,j represent a mapping on which task ti and task tj are mapped on the
same node.

t comi,j =
t prodi,j
et cst

× distmi,mj ; (3.10)

t min comi,j =
t prodi,j
et cst

; (3.11)

Algorithm 1 Distance metric computation
for i← 0 to nbt− 1 do

for j ← 0 to nbt− 1 do
if i==j then

else
if t comi,j < mean com or t min comi,j > mean com then
dmet = 1

else
dmet = 0
return

end if
end if

end for
end for

The distance metric is validated (Algorithm 1), if the communication cost to transfer the data from
task ti to task tj is smaller than the average communication cost (mean com). Or if the minimal commu-
nication cost to transfer the data from ti to tj (t min comi,j) is greater than the average communication
cost.
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Otherwise the mapping is not validated, the solution penalized and the design point considered as
uninteresting. This metrics represent a problem in communication for the mapping.

Node load metric

The node load metric (lmet) compute the load of each active node based on the profiling and mapping
informations. The first step compute the load of each node (nodeload i) (Eq.3.12):

nodeload i =

nbt−1∑
i=0

tiet, ∀ ti if mi; (3.12)

A mapping is then valid if the load of each active node (nodeload i) is smaller than the global execu-
tion time constraints (et cst)set by the user for the application (Algorithm 2). Which means that no core
needs all the time to compute its assigned tasks. These solutions, even if not interesting, are kept in order
to keep the possibility of explore the entire solutions space.

Algorithm 2 Node load metric computation
for i← 0 to nbc− 1 do

if nodeload i > et cst then
lmet = 0
return

else
lmet = 1

end if
end for

3.4.2.5 Analytic performance

In order to avoid the accurate exploration of uninteresting design point, each point of the solution
space is evaluated regarding the two above metrics. If at least one of the two metrics is not valid the
analytic performance is then computed.

In order to compute the analytic performance (perf ana) we first compute for each mapping the max-
imum path between two nodes of the architecture (max path) (Eq. 3.13).

max path = maxnbn−1,nbn−1i=0,j=0,j 6=i disti,j ; (3.13)

Based on the maximum path value, the maximum communication cost (max comcst) for the pro-
posed application and architecture models is computed (Eq. 3.14).

max comcst =
nbt−1∑
i=0

nbt−1∑
j=0
j 6=i

t prodi,j
et cst

×max path; (3.14)
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The communication cost (comcst) of the proposed mapping is then computed and normalized be-
tween 0 and 1 according to the maximum cost value (Eq. 3.15).

comcst =

nbt−1∑
i=0

nbt−1∑
j=0
j 6=i

t prodi,j
et cst × distmi,mj

max comcst
; (3.15)

In parallel of the communication cost computation, the load of each node of the architecture is de-
termined and the maximum execution time (max et) of the application is computed following the Eq.
3.16.

max et =

nbt−1∑
i=0

tiet; (3.16)

From these results the execution time cost (execcst) is computed (Eq.3.17). The Eq.3.17 extracts the
runtime needed by the most loaded node and normalizes this value according to the maximum execution
time of the application.

execcst =
maxnbn−1i=0 (nodeload i)

max et
; (3.17)

Based on the execution time and on the communication cost the analytic performance is computed
following the Eq. 3.18. If either the distance metric or the node load metric is not met a penalty of 0.5
is added to the analytic performance. If both metrics are not met the analytic performance is equal to a
penalty of 1 (Eq. 3.18.3). The Eq. 3.18.1 represents a solution where the node load metric is not met and
the solution penalized. The Eq. 3.18.2 represents a solution where the distance metric is not met and the
solution penalized.

perf ana =


α2

2
× comcst + 0.5; if dmet=1 and lmet=0 (1)

α2

2
× execcst + 0.5; if dmet=0 and lmet=1 (2)

α2 × 1; if dmet=1 and lmet=1 (3)

(3.18)

The penalty is included between 0.5 and 1 to ensure that a solution that does not respect the metrics is
not preferred regarding a solution that respects the metrics. Moreover we have two values for the penalty
(0.5 and 1) to ensure that a solution that respects at least one metric is preferred instead of a solution
that does not respect any metrics. Finally α2 is a parameter set by the user to guide the exploration (See
section 3.4.2.6).

3.4.2.6 Cost function

The cost function used to explore the solution space is common to the architecture, the mapping and
the data placement heuristics. This provides to the three algorithms a common and uniform represen-
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tation of the solution space which eases the convergence to the most promising regions of the solution
space.

Eq. 3.19 presents the proposed cost function (f ). The Eq. 3.19.1 is only computed when the memory
usage rate is bellow 1 and the two metrics (lmet and dmet) are met. The memory usage rate (memrate)
is automatically computed for each memory of the architecture and represents the memory occupancy
rate. The memory usage rate is computed after the data placement (see section 3.5) in order to check if
the mapping and data placement respect the memory size constraint and to see if the memory space is
sufficient to store all the data needed by the application. If a solution has a memory usage greater than
1 (i.e there is no sufficient place in memory) the cost function is not computed and the solution removed
from the solution space.

f =

{
α1 × archcst + α2 × perf cst; if dmet=1 and lmet=1 and memrate≤ 1 (1)

α1 × archcst + perf ana; if dmet=0 or lmet=0 (2)
(3.19)

The Eq. 3.19.1 evaluate for each solution its architectural cost (archcst) and its performance cost
(perf cst).

The architectural cost is computed in order to choose for two equivalent solutions the most efficient
one.

The performance cost is computed based on a SystemC simulation. The SystemC simulation takes
into account (1) the task mapping, (2) the scheduling, (3) the data transfers, (4) the memory bandwidth,
(5) the interconnect bandwidth, (6) the IPs computing power, (7) the application parallelism.

From the SystemC simulation the performance cost is to computed following the Eq 3.1 and is equal
to the maximum runtime value for a task (Eq 3.20).

perf cst =
nbt−1
max
i=0

(tirun); (3.20)

If one of the two metrics is not met the cost function is based on the analytic performance (Eq 3.19.2).

Finally the α1 and α2 parameters (Eq. 3.21) are set by the user to guide the exploration to solutions
which are more hardware economic (α1) or high performance (α2).

α1 + α2 ≤ 1; (3.21)

3.4.3 Experimental results

To demonstrate the validity of the mapping exploration heuristic, the proposed TSRS framework is
tested in a standalone mode (without the call to the data placement heuristic) and the results are compared
with the one presented into [175].

To that end the benchmarks and architecture models implemented are exactly the same. Moreover
the same rules are used for the quality evaluation of the obtained solution. The benchmarks implemented
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are: The PIP, the MPEG-4, the VOPD, the DVOPD, the MWD, the 263enc mp3dec, the mp3enc mp3dec
and the 263dec mp3dec benchmarks which can be found in annex A.3 [175].

The number of nodes of the architecture topology graph varies from 8 to 64. All the nodes are able
to run all the tasks. The architectures are based on a mesh NoC for the interconnect topology. The
benchmarks architecture models can be found in annex A.4 and in [175].

Moreover the results obtained by the TSRS framework are compared with a classical TS (CTS)
framework which is only based on SystemC simulation for performance evaluation and does not use the
metrics to evaluate the design points.

The experiments were performed on an Intel i5 quad core processor running a 2.5GHz with 8 GB of
RAM.

3.4.3.1 Experimentations parameters

Application benchmark evaluation

In order to compare the performance of our approach with the state of the art the same evaluation
method as the one defined in [159, 175] is used. To that end we introduce the following hypothesis:

Hypothesis 1: A mapping of the task graph G(T,E) onto the architecture graph P (M,F ) is defined
by the function map: T,E → U where U represent the mapping solution, such that, ∀ti ∈ T, ∃nodej ∈
M and map(ti) = nodej and ∀ei,j ∈ E,∃fi,j ∈ F and bwi,j ≥ t prodi,j . The function associates
task ti to nodej and ensure that 1) all tasks are mapped to a core 2) all communications are ensured. Due
to the fact that the load of a task is equal to the processing capabilities of a core, a mapping is defined
only when the number of cores is greater or equal to the number of tasks (nbt ≤ nbc). This limitation is
not due to TSRS but used for fair evaluation purpose.

Hypothesis 2: The quality of such a mapping is defined in terms of the total communication cost
[159], and is computed following the Eq. 3.22.

bench comcst =

nbt∑
i=0

nbt∑
j=0

t prodi,j ∗ disti,j (3.22)

This evaluation of the mapping quality taken by the state of the art is quite simple and does not
accurately model the complexity of the underlying architecture. This is why we explore the solution
space with SystemC simulation. And at the end of the exploration the chosen solution is evaluated by
the use of the Eq.3.22 to compare our results with the one of the state of the art.

Tabu search algorithm settings

The parameters used to configure the two TS algorithms (CTS and TSRS) are summarized into Table
3.3.

These parameters settings have been chosen from a set of trials demonstrating that the accuracy of
the exploration was not improved by a further increase of these values as advised by [101].
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Table 3.3 – Tabu search parameters settings
TS parameters

Benchmark Mem size Nb of Divers ope rate
it

TSRS PIP 6 10 6
VOPD 250 1000 150

MPEG-4 250 1000 150
DVOPD 1000 5000 700
MWD 250 1000 150

mp3enc mp3dec 250 1000 150
263enc mp3dec 250 1000 150
263dec mp3dec 250 1000 150

CTS PIP 8 10 4
VOPD 500 1000 200

MPEG-4 250 1000 150
DVOPD 1750 6000 800
MWD 250 1000 150

mp3enc mp3dec 250 1000 150
263enc mp3dec 250 1000 150
263dec mp3dec 250 1000 150

It can be seen that the number of iterations (Nb of it) is limited in order to keep the exploration in
a reasonable amount of time. Moreover the values of these parameters are adapted depending on the
application complexity.

The memory size (Mem size) defines the number of iteration a solution stays a Tabu solution. The
diversification operator rate (divers ope rate) defines after how many iteration with the same best solution,
the TS search process is restarted. This study is given in annnex A.2.

Finally in the context of these experiments the α parameters have no influence on the final solution.
This is due to the benchmark hypothesis. Indeed since one task has to be mapped to one node the
architectural cost is equal for all the solutions and no optimization on the architectural side can be done.
Due to these reason α1 is equal to 0 and α2 is equal to 1.

3.4.4 Results

The results given in this section suppose that the architecture topology graphs given in inputs of the
framework are optimal (Ideal number of nodes, interconnect and memory size). Setting these architecture
topology graphs is beyond the scope of this section.
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Figure 3.12 – Communication cost for the ILP [197], Cluster + ILP [198], GMAP [114, 115, 116], PBB
[175], Elixir [174], CGMAP [175], GBMAP [193], GAMR [96], A3MAP-GA [122], PSMAP [175],
ACO [209], PMAP [131], BMAP [179],CHMAP [192], CMAP [68], CastNet [199],A3MAP-SR [122],
NMAP [175], MOCA [186], SA [145], CSA [145], Onyx [123], LMAP [176], CTS and TSRS mapping
algorithms on the tested benchmarks
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3.4.4.1 Communication cost

The results characterizing the communication cost are given Figure 3.12. These results are extracted
from the study done into [175]. In this table the TSRS and CTS framework are compared against the best
solutions of the state of the art. All the mapping techniques are evaluated regarding their communication
cost, computed following the evaluation method proposed in [175].

The results from this figure show that the mapping provided for all the benchmarks (except the VODP
and DVOPD) by the CTS and TSRS are always the same as the one get by the ILP approach which is an
exhaustive approach and thus propose the optimal solutions. These benchmarks show the efficiency of
our frameworks for different levels of application and architecture complexity. Indeed our framework is
able to efficiently adapt its mapping based on the architecture and application model to map the highly
communicating tasks close to each other, this in order to reduce the long communication distance and
the bottlenecks onto the network.

Regarding the results obtained for the VOPD benchmark, the CTS is again optimal while the solution
obtained by the TSRS is a bit less efficient. This is due to the fact that when the number of task is equal
to the number of nodes the chosen hypothesis (one task per node) and the metrics limit the search process
of the TSRS. This is especially true when the application complexity is important.

Indeed as depicted Figure 3.13.A the first mapping that will be produced is a mapping where each
task is mapped onto one node. Since this is the only solution where any node is overloaded and any
solution penalized. Due to the neighborhood generation process, which move one task at each iteration
the next current solution is going to be penalized (Figure 3.13.B), since two tasks are mapped onto the
same node. Because of the tabu memory and of the metrics limitations which favor the solution where
any node is overloaded, the next current solution will map the task originally located onto the overloaded
node to the free node (Figure 3.13.C).

Figure 3.13 – Limit of the TSRS on the VOPD benchmark. From the initial solution (A), the task 2 is
moved on the same node as the task 0 because all the solution are penalized and this is the most efficient
penalized solution (B), the next solution (C) is then to move the task 0 to the free node since this is the
only solution which is not penalized or Tabu.

As shown on this example due to the metrics constraints, the exploration process is limited and not as
efficient as possible when the number of tasks is equal to the number of nodes. However the hypothesis
that imposes to have one task mapped onto one node is specific and the quality of the obtained results
are still kept high.

Regarding the results obtained for the DVOPD benchmark it is no more possible to run an exhaustive
approach due to the complexity. However the CTS and TSRS framework perform as well as the best
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algorithm found into the state of the art. These results prove that the proposed framework scale well
with the increase of the number of nodes since the DVODP is mapped onto an architecture composed
of 64 nodes. Finally we can also see that we obtain the same level of performance as the PSMAP [175]
algorithm. However as stated the PSMAP is based on a simple analytic formula which does not allow to
accurately model the MPSoC architecture and scale with the technology improvement.

3.4.4.2 Exploration runtime

Regarding the runtime of the exploration the results are resumed in Table 3.4. The CTS and TSRS
mapping algorithm are only compared to the NMAP [175], LMAP [176], PSMAP and ILP [197] because
the exploration runtime for the other algorithms are not available.

From this table we can see that the difference in terms of computing time between the two TS
frameworks is important and evolves exponentially with the number of tasks. This is due to the fact
that the CTS framework is only based on SystemC simulation for performance evaluation. Since most
of the time is spent for the validation of the mapping and the generation and execution of the SystemC
simulator the TSRS framework take benefit of the metrics evaluation to save time. This proves the
interest of using the proposed metrics to only generate for the most interesting design points a SystemC
simulation. Moreover the exploration runtime needed by the TSRS framework on all the benchmarks are
close to the performance obtained by the state of the art algorithms except for the MPEG-4 benchmark.
This proves the efficiency of the proposed metrics to avoid the unnecessary SystemC generation and
save time. Indeed the NMAP, LMAP, PSMAP and ILP are based on a simple analytic formula for
performance evaluation while our evaluation requires the generation of a SystemC simulator which is
much more time consuming. The SystemC simulation is however needed in order to be able in the future
to have an accurate representation of the MPSoC architecture and to scale with the increase of the number
of nodes. Since we have almost the same exploration runtime this proves that the TSRS is able to focus
on the most promising regions of the solution space to scale with the technology improvement. For the
MPEG-4 benchmarks the TSRS is less efficient than the state of the art mapping algorithms. This is due
to the fact that the metrics do not identify as aggressively as for the other benchmarks the uninteresting
design points. However the exploration is kept in a reasonable amount of time, the result is optimal and
the gain compared to a CTS is quite important.

Finally when the benchmark complexity increase as for the DVOPD we see that the TSRS framework
scale well with the increase of the number of nodes. Indeed we still propose the same level of perfor-
mance as the state of the art algorithm while offering a more accurate representation of the platform
behavior.
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3.5 Data placement exploration

3.5.1 Introduction

In the embedded system domain, the data placement is a key point to reach both high performances
and to define hardware efficient architectures but the number of potential solution evolves exponentially
likes a Stirling number of the second kind [171].

Since the data placement is dependent of the interconnect, of the memory size and bandwidth and of
the processor efficiency, the impact of the data placement has to be evaluated as soon as possible in the
development process of the architecture. In order to avoid the definition of incorrectly sized architecture.
An ideal data placement being a placement where the data transfers are minimal and where the time
needed to process the data is greater or at least equal to the time needed to transfer the data.

However, in current approaches the data placement is decided during the application code generation
step. This vision creates a separation between data and task parallelism which leads to sub-optimal
solutions. Loops based analysis and synthesis methods have been largely studied at the processor level
to explore the memory reuse [40, 117, 219], the instruction level parallelism [34, 185] and the redundant
memory traffic [219]. Nevertheless, most of these works fail to capture the interaction between nested
loops [51]. This is a main drawback in the context of deeply nested loops since a wrong data placement
will be repeated several times and the penalty occurred will lead to a big overhead on the application
runtime.

Approaches based on SDFG were proposed to explore the interconnection network and the memory
hierarchy [217, 97, 137]. However the SDFG are not well suited to efficiently exploit the data parallelism
of an application [72]. Consequently they are not well suited to measure the impact of loop transforma-
tions that are usually used in the context of data placement.

Approaches based on the Array-OL formalism were also proposed. However the approaches based
on this formalism propose simplified communication models [72, 71, 41], which do not reflect the com-
plexity of MPSoC architectures and limits their use to specific applications and architectures. Innova-
tive approaches based on reconfigurable architectures were also proposed in order to explore the data
placement [126, 127, 128]. Despite the good results provided by these works, their uses are limited to
reconfigurable architectures and to data flow oriented applications.

Works constructed around evolutionary algorithms were also defined in order to efficiently go through
the solution space. However, most of these approaches construct their architecture model around a shared
bus for the interconnect network [146, 43, 72], which limit the use of these methods in context of MPSoC
architectures [206], where the interconnect is more and more often a NoC. Furthermore some approaches
do not take into account the architectural aspects [40] and only focus on improving the application imple-
mentation. Finally works [190, 87] exploring the data placement into grid systems were also proposed,
but their hypothesis and constraints are not possible for the embedded systems.

Nevertheless these works have shown than the evolutionary algorithm and more particularly the GA
are well suited to go through the solution space and converge efficiently to the promising regions. This
is why in the context of PARSE the GA heuristic is preferably chosen.

However this work in contrast with the state of the art does not limit the architecture interconnect
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to the bus or to the point to point communication model but also include the NoC paradigm. Moreover
the considered application can be either data stream or based on more complex communication model
between the tasks. Finally a new specific operator is introduced to help the genetic algorithm to converge
to the most promising regions of the solution space.

3.5.2 Genetic algorithm with fusion operator

3.5.2.1 Presentation

The proposed genetic algorithm with fusion operator (GAFO) framework for the data placement ex-
ploration is depicted in Figure 3.14. The inputs are the application tasks graph along with the architecture
model and the mapping model provided by the TSRS framework (see section 3.4).

Based on these inputs an initial population is randomly created and the solution space explored.

Figure 3.14 – GAFO framework used to explore the application data placement solution space.

The selection operator is used to evolve and improve the population across the generation. The
selection is needed to choose the individuals that guarantee the improvement of the solution quality. The
crossover is used to bring diversity into the population by manipulating the chromosome structure. The
crossover creates new chromosome sequences for the childrens inherited from the parents. This operation
implies based on probability set by the user. The mutation is an occasional random change of the value
of one or more gene of a chromosome. The mutation is used to keep the diversity into the population
and avoid to being stucked in local optimum. These operations are implemented following the classical
approach described in [102].

The cost function used by the GA is the same as the one presented in section 3.4. Moreover in the
context of this thesis a fusion operator (FO) is defined and added to ease the convergence of the GA to
the most promising regions of the solution space by exploring the neighborhood of the current solution.
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The loop transformations that can be applied to the application model are:

1. Task fusion [73] which merges iterative tasks within the same iteration space (Figure 3.15.A).
The iteration space describes the number of iterations needed to consume the input/output array,
how the input/output arrays are produced/consumed, and the pattern mappings specific to each
input/output.

2. Tiling which add a level of depth to a loop nest (Figure 3.15.B). This operation automatically
done allow the double buffering mechanism [215] within an iteration space. The double buffer
mechanism is used to enable an overlap of the computation time with the communication time,
in order to improve the performance.

3. The creation of a communication for: (1) data transfer between processing nodes and (2) data-
reorganization if the data have to be read on another axis than the write axis. These operations
are mapped onto the direct memory access (DMA) of the architecture (Figure 3.15.C).

Figure 3.15 – Loop transformations that can be applied to the application model. (A) Task fusion to
merge tasks into the same fusion, (B) Tilling change add a level of depth to a loop nest, (C) The creation
of a communication for data reorganization or data transfer.

3.5.2.2 Chromosome encoding

The first step when building the chromosomes is to randomly allocate all the tasks to a fusion. The
validity of each fusion is then checked and invalid fusions are corrected by removing conflicts. A fusion
is said to be valid if the data dependency within the fusion are respected.
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Once all the fusion validated, the loop transformations are applied to each fusion based on the esti-
mated memory occupancy rate. Our approach when applying the loop transformations is to maintain the
data locality as much as possible. One constraint is to keep the occupancy rate of each memory below
50%. The memory occupancy rate has to be under 50% in order to implement the double buffering
mechanism. Once all the tasks are allocated to a fusion the tiling and communication creation operations
are applied to ensure the data placement validity. The chromosome are then evaluated (i.e. computation
time obtained).

Figure 3.16 – Conversion of a data placement to a chromosome, within this chromosome two tasks are
merged within the same iteration space and one task is allocated into its own iteration space.

A chromosome (Figure 3.16) is composed of several iteration spaces. Each iteration space is at least
made of one EC. The chromosome also details where the data necessary to fire each EC are located.
This representation captures all the information necessary to reconstruct the input files needed by the
SystemC simulator.

3.5.2.3 Fusion operator

The FO is used to increase the data locality by exploring the neighborhood of each chromosome.
For each chromosome the FO evaluate within the chromosome if it is beneficial to apply the task fusion
operation within the chromosome Figure 3.17.

The FO operating principle is the following: (1) The neighborhood of the current chromosome is
generated, (2) The validity of the generated chromosomes is checked, (3) The valid chromosomes are
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evaluated, the invalid chromosomes are removed from the solution space (4) If several iteration spaces
can be merged with benefit the best fusion is applied, if no benefit is found the chromosome is left
unchanged. The FO is not applied to each chromosome but depending on a probability set by the user in
order to keep the exploration in a reasonable amount of time.

Figure 3.17 – Operating principle of the fusion operator.

3.5.3 Experimentation

To demonstrate the validity of the data exploration framework this latter is tested in a standalone
mode without the call to the TSRS framework. This means that the task mapping provided in input is
supposed to be optimal.

Three applications have been implemented. The chirp (Figure 3.18) [170], is a simple signal pro-
cessing application with a low complexity, the jpeg encoder (Figure 3.19) [71] the well known image
processing application and the stap (Figure 3.20) [100] which is a signal processing application used in
the military domain. These applications were chosen because they target several application domains
(signal and image processing) and they present different levels of complexity. A fully detailed represen-
tation of the applications tasks graph with the loop details are given in Annex A.6.

Figure 3.18 – Chirp application task graph.

Figure 3.19 – Jpeg application task graph.

The architecture model used for the chirp application (Figure 3.21.A) is constructed around a pro-
cessing node (Node 0,0) and a passive node (Node 0,1) connected by a bus. The processing node is based
on a PowerPC processor [21] along with a local memory (LMEM) and a DMA. The results obtained for
the chirp application are compared with an exhaustive algorithm (ESA).

The architecture used for the jpeg application (Figure 3.21.B) is the same as the one used in [72]
and is constructed around 13 processing nodes (Node 1,0 - Node 5,1) and one passive node (Node
0,1) connected through a NoC. This architecture is heterogeneous. The processing nodes are based on
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Figure 3.20 – Stap application task graph.

dedicated PE specific to each application task. The results obtained for the jpeg application are compared
with an ESA and with the results in [72].

For the stap application the MPPA architecture presented in section 2.2 is used. The results obtained
for this application are compared with the one obtained by the MPPA tool chain. Finally all the results
obtained by the GAFO framework are compared with a classical GA (CGA) to evaluate the FO cost and
benefits.

Figure 3.21 – Architecture models used for the chirp and jpeg application.

3.5.3.1 Experimentations parameters

Genetic algorithm settings:

The parameters used to configure the two GA are resumed into Table 3.5. It can be seen that the
number of generations and the population size is limited to 2000 in order to keep the exploration in a
reasonable amount of time. The parameter settings have been chosen from a set of trials demonstrating
that the accuracy of the exploration was not improved by a further increase of parameter values as advised
by [102]. This study is given in annex A.5.
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Table 3.5 – Genetic algorithm parameters settings
set values

Population size 2000
Generation number 2000

Number of parents selected for reproduction 1000
Number of children elected for next generation 1000

Crossover rate 0.8
Fusion operator rate 0.4

In the context of these experiments where the data placement heuristics is in a standalone mode the
α1 parameters have no influence on the final solution. This is due to the fact that the architectural cost is
already known by the mapping and architecture exploration heuristics and no architecture optimization
are done by the data placement heuristic. For these reasons α1 is set to 0 and α2 is set to 1.

3.5.4 Results

The task mapping and architecture models given in inputs of the data placement heuristics are sup-
posed to be optimal which supposed that the task load is equally distributed between all the cores of the
architecture. The experiments were performed on an Intel i5 quad core processor running at 2.5GHz
with 8 GB of RAM.

3.5.4.1 Memory and communication cost

For the the chirp and jpeg applications several memory configurations were tested. A configuration
is a modification of the memory size. For the stap application only one configuration was tested since
the MPPA256 is a COTS architecture.

For the chirp application (Table 3.6) the solutions provided by the GAFO are always optimal (i.e
equal to the ESA results) in terms of memory usage and data transfers. Despite the application simplicity,
these results demonstrate our framework effectiveness. Indeed the framework efficiently converges to the
most promising regions of the solution space by exploring just a few numbers of potential solutions. For
the 256 kB case the proposed solutions are nearly ideal since the communication time is almost equal
to the computation time as depicted Table 3.6. Our framework efficiently exploits the increase of the
memory size by defining data placement where more data are located close to processors thus reducing
the communication distance and the data transfers.

Regarding the results obtained for the jpeg application (Table 3.6), we see that the solution obtained
by the framework is always the same as the one found by the exhaustive algorithm. However for the
0.125 kB case the obtained results are not the optimal one. Indeed it is possible to reach manually a
performance of 3.1s. In this case the data are written in a specific order into the memory. The data
organization into the memory is then quite specific and the necessary data movements to reach this
organization are complex and cannot be handled by an automatic exploration. Compared to the solution
proposed by Corvino et al [72], our solution processes 4 frames less per second. But their solution was
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Table 3.6 – Application execution time for different memory configuration, along with the percentage of
the application execution time used for the computation and for the communication.

chirp jpeg stap
Memory 0.25 1 32 256 0.125 10 300 720 32000
Size kB

ESA Runtime (s) 0,15 0,12 0,11 0,10 3.5 2.3 1.9 1.6
Comp. time % 29 41 46 48 24 41 44 49
Com. time % 71 59 54 52 76 59 56 51

GAFO Runtime (s) 0.15 0.12 0.11 0.10 3.5 2.3 1.9 1.6 2.7
Comp. time % 29 41 46 48 24 41 44 49 42
Com. time % 71 59 54 52 76 59 56 51 58

based on a point to point connection between communicating IPs which then remove the interconnect
impact but limits their architecture to a single application. Moreover the memory size of their solution is
about 1.8 MB while the solution proposed by our framework reduces by 2.5 this number (720 kB).

Finally for the stap application (Table 3.6) the obtained result is close to the optimal solution obtained
by hand-using the MPPA tool-chain (2.556 second) [75]. The solution proposed by the framework has a
4% overhead in terms of execution time. This communication cost increase is due to the fact that some
task are not regrouped into the good iteration space, which then causes misplaced data, inefficient use
of the memory space and communication onto the network. The data placements which give the best
results for each application are given in annex A.7.

3.5.4.2 Fusion operator cost

Table 3.7 – Performance benefit bring by the FO.
chirp jpeg stap

Memory 0.25 1 32 256 0.125 10 300 720 32000
Size kB

CGA Runtime (s) 0.15 0.12 0.11 0.10 3.5 2.4 2.2 1.9 3.2
Comp. time % 29 41 46 48 24 39 42 44.5 34
Com. time % 71 59 54 52 76 61 58 55.5 66

FO benefit % 0 0 0 0 0 4.4 10.1 20.6 18.4

In order to measure the benefit brouht on the solution quality by the FO, a CGA have been imple-
mented. The results obtained with the CGA are shown Table 3.7. For the chirp application the FO is
useless due to the low level of complexity of the application. However when the application complexity
increase the benefit bring by the FO is more important. Indeed expect for the jpeg with the 0.125 kB case
which is a specific use case the improvement ranges from 4.4% to 20.6%. These results shows that the
movements performed by the FO and the exploration of the neighborhood of each chromosome allow
to more efficiently use the available memory space by reducing the data transfer and by maintaining the
data locality.
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However if the application complexity is low as for the chirp application the use of the fusion operator
is not needed to converge to the most promising regions of the solution space.

3.5.4.3 Exploration runtime

Regarding the execution time of the exploration the results are resumed in Table 3.8. We can see
that the difference in terms of computing time between the two GA evolves linearly with the application
complexity. This is due to the fact that the fusion operator needs SystemC simulation to evaluate the
neighborhood of the current solution and move towards a better one.

Since most of the time is spent for the validation of the data placement and the generation and
execution of the SystemC simulator the execution time evolve linearly. However the gains of the GA
over the exhaustive algorithm are important and prove that our framework has the ability to rapidly
converge to near optimal solution in a short amount of time.

Table 3.8 – Exploration runtime of the three test applications.
chirp jpeg stap

Runtime Overhead Runtime Overhead Runtime Overhead
ESA 10 min 934% 68 min 2472%

GAFO 65s 12% 197s 16% 437s 19%
CGA 58s 0 165s 0 353s 0

Furthermore our approach can handle high complexity applications in a short evaluation time (less
than 8 minutes for the stap application).
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3.6 TSRS-GAFO

The results given in this section show the solutions obtained when the data placement and mapping
heuristics are used jointly. The combination of the two heuristics is called TSRS-GAFO in the rest of
this document. To demonstrate our approach our experiments are based on the chirp, the jpeg and the
stap applications which have been presented into section 3.5.4.

For the chirp application the results are compared with an exhaustive algorithm and with a combina-
tion of a CTS for mapping exploration and a CGA for data placement exploration. This combination is
called CTS-CGA in the rest of this document. The results obtained for the jpeg application are compared
with the results of [72] and with the results obtained by the CTS-CGA. The stap results are compared
with the one of the MPPA tool chain [75] and the one of the CTS-CGA. For the jpeg and stap applica-
tions the number of potential solutions for the mapping and the data placement prohibit the use of an
exhaustive algorithm.

3.6.1 Experimentation

3.6.1.1 Architecture models

Several architecture models were used to see the evolution of the proposed solution with the number
of nodes. These models are all organized around a mesh networks and composed of different number of
nodes with different characteristics.

Figure 3.22 – Architecture models used for the TSRS-GAFO experimentation.

For the chirp application the architecture models (Figure 3.22.A, B and C) are based on a processing
node composed of a PowerPC [21] along with a LMEM and a DMA. The number of active nodes varies
from 2 to 4. All the architectures have access to a DDR memory and I/O peripherals (Node 0,0). The
result of the profiling of the chirp application onto the PowerPC is given Table 3.9.

For the jpeg application two architecture models are based on heterogeneous data-flow cores (Figures
3.21.B, 3.22.D). The architecture model Figure 3.21.B is the same as the one used into [71] to allow a
fair comparison of the obtained results. While the architecture model described (Figure 3.22.E) is a fully
homogeneous architecture model, where all the cores are based on a PowerPC and are able to run all the
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Table 3.9 – Profiling of the chirp application onto the PowerPC. Task numbering refer to figure 3.18.
Task Number 0 1 2 3

Computation time 49.8 ms 6.3ms 0.2ms 0.6ms

application tasks. All the architecture models have access to a DDR memory and I/O peripherals. The
profiling of the jpeg application on the PowerPC core is given Table 3.10.

Table 3.10 – Profiling of the jpeg application onto the PowerPC. Task numbering refer to figure 3.19.
Task Number 0 1 2 3 4 5 6

Computation time 0.01 s 0.92 s 0.92 s 0.92 s 0.01 s 0.01 s 0.01 s
Task Number 7 8 9 10 11 12

Computation time 0.01 s 0.01 s 0.01 s 0.01 s 0.01 s 0.01 s

For the stap application the MPPA architecture presented in section 2.2 is used. The profiling of
the stap application on the MPPA architecture is given Table 3.11. These results come from the MPPA
tool-chain and give the number of processing cores needed to run each task in one second.

Table 3.11 – Profiling of the stap application onto the MPPA. Task numbering refer to figure 3.20.
Task Number 0 1 2 3 4 5 6

Number of cores 0.99 0.79 0.22 2.67 8.82 13.93 13.93
Task Number 7 8 9 10 11 12 13

Number of cores 13.93 15.13 15.13 15.13 4.22 0.05 0.11
Task Number 14 15 16 17 18 19

Number of cores 1.185 1.185 0.13 0.66 0.01 0.01

The summary of the architecture used for these tests are given Table 3.12. The architectures models
are supposed to be optimal which means that they are optimized in regard of the application needs.

Table 3.12 – Summary of the architectures used for these tests.
Number of processing nodes Cluster based Test application Comments

archi 1 2 No chirp Figure 3.22.A
archi 2 3 No chirp Figure 3.22.B
archi 3 4 No chirp Figure 3.22.C
archi 4 9 No jpeg Figure 3.22.D
archi 5 13 No jpeg Figure 3.21.B
archi 6 4 No jpeg Figure 3.22.E
archi 7 256 Yes stap Figure 2.9

Execution time constraints:

Since in the context of these experiments the mapping heuristics has the possibility to map several
tasks onto the same node, it is then able to adapt its mapping depending on the execution time constraints
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set by the user to have an efficient use of the hardware resources.

To that end the table 3.13 resumes the execution time constraints set for each application and archi-
tecture model. The execution time constraints were chosen to see the ability of the proposed framework
to define near ideal solution since the execution time is almost equal to the communication time based
on the profiling information.

Table 3.13 – Execution time constraints set for all the application and architecture models.
chirp jpeg stap

Archi 1 2 3 4 5 6 7
Execution time constraints (etcst) (s) 0.080 0.080 0.080 3.5 1.7 2.5 3

3.6.1.2 Algorithm Parameters settings

The chosen parameters for the TSRS and the CTS frameworks are resumed into Table 3.14. The
parameters used for the GAFO and the CGA are the same as the one given Table 3.5.

Table 3.14 – Parameters settings for the TSRS and CTS.
Parameters settings

Application Memory size Nb of it Diversification. α1 α2

TSRS chirp 2 2 2 0.2 0.8
jpeg 10 20 8 0.2 0.8
stap 8 10 6 0.2 0.8

CTS chirp 2 3 2 0.2 0.8
jpeg 20 40 15 0.2 0.8
stap 6 10 6 0.2 0.8

3.6.2 Results

3.6.2.1 Memory and communication cost

As can be seen on Table 3.15 chirp application, the solutions provided by the TSRS-GAFO and the
CTS-CGA are always optimal in terms of task mapping, memory usage and data transfers since they are
the same as the ESA results. The framework efficiently converges to the most promising regions of the
solution space by exploring just a few numbers of potential solutions. Moreover the proposed solutions
are ideal since the computation time is greater than the communication time as depicted Table 3.15.
Our framework then efficiently exploits the memory space and architecture capabilities by increasing the
data locality. Indeed the framework proposes data placement where the data locality is increased thus
reducing the communication distance and the data transfers. Moreover the two TS algorithms efficiently
adapt their mapping based on the data placement and efficiently exploit the architecture resources since
all the solutions are based on two cores. Indeed based on the user timing constraints and on the profiling
informations it can be seen that it is not beneficial to use more than two cores.
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Table 3.15 – Application execution time for different architecture model, along with the percentage of
the application execution time used for the computation and for the communication.

chirp jpeg stap
Mem size (Kb) 256 720 32000

Archi 1 2 3 4 5 6 7
ESA Exec. time (s) 0.075 0.075 0.075

Comp. time % 54 54 54
Com. time % 46 46 46
Nb core used 2 2 2

TSRS- Exec. time (s) 0.075 0.075 0.075 3.9 1.6 2.01 2.754
GAFO Comp. time % 54 54 54 48 49 48 40

Com. time % 46 46 46 52 51 52 60
Nb core used 2 2 2 9 13 4 144

CTS- Exec. time (s) 0.075 0.075 0.075 4.04 1.93 2.14 2.81
GA Comp. time % 54 54 54 54 44.5 45 38.7

Com. time % 46 46 46 46 55.5 55 61.3
Nb core used 2 2 2 9 13 4 192

For the jpeg application, the solutions provided by the TSRS-GAFO always show an improvement
that ranges from 3.5% to 20.6% against the CTS-CGA (Table 3.15). This improvement is due to the
fact that the TSRS-GAFO proposes solution with a more efficient use of the memory space and of the
memory resources. Moreover with the mappings proposed by the TSRS-GAFO the task load is equally
distributed on all the core of the architecture and the communication cost reduced. Compared to the
results of [72], the proposed solutions for the archi 4, archi 5, archi 6 process 44, 4 and 17 frames less
per second respectively. However as stated in section 3.5.4 their solution is based on a point to point
communication model and our framework reduces by 2.5 the memory size. Finally the architectural cost
for the archi 4 is reduced compared to their solution (9 cores instead of 13), while the arch 6 can be
reused for any other kind of processing.

Finally for the stap application (Table 3.15) the obtained solution is close to the solution obtained
by hand using the MPPA tool-chain (2.556 second). Indeed the solution proposed by the TSRS-GAFO
has an 8% overhead in terms of execution time, while the CTS-CGA has a 10% overhead. As depicted
in Table 3.15, this overhead is due to an increase of the communication and of the data transfers which
then slows down the application execution time. This communication cost increase being due to the fact
that some tasks are not mapped to the good core or regrouped into the good iteration space, which then
produces misplaced data, inefficient use of the memory space and communication onto the network. The
data placements and task mappings which give the best results for each application are given in annex
A.8.

3.6.2.2 Exploration runtime

The results characterizing the exploration runtime are summarized in Table 3.16. This table presents
the number of solutions explored accurately (Sol explo) with the call to a SystemC simulator along
with the exploration runtime overhead occurred by each framework. This overhead is normalized by the
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TSRS-GAFO execution time

From this table we can see that the difference in terms of runtime between the TSRS-GAFO and
CTS-CGA is dependent of the application and architecture complexity. However the gain over the ESA
and the CTS-CGA for the TSRS-GAFO are important and prove that our framework has the ability to
rapidly converge to near optimal solution in a short amount of time.

Moreover as can been seen the metrics have importantly reduce the number of design points explored
accurately.

Table 3.16 – Exploration run-time.
chirp Archi 1 Archi 2 Archi 3

Sol Runtime Overhead Sol Runtime Overhead Sol Runtime Overhead

explo explo explo

ESA 16 1040 s 300 % 81 3782 s 197 % 256 12052 s 508%

TSRS-GAFO 4 260 s 0 % 19 1273 s 0 % 30 1980 s 0 %

CTS-CGA 14 910 s 250 % 24 1558s 22 % 38 2508s 26 %

jpeg Archi 4 Archi 5 Archi 6

Sol Runtime Overhead Sol Runtime Overhead Sol Runtime Overhead

explo explo explo

ESA

TSRS-GAFO 5 985 s 0 % 6 1182 s 0 % 600 118200 s 0 %

CTS-CGA 87 17139 s 1640 % 197 38809 s 3189 % 1002 197394 s 167 %

stap Archi 7

Sol explo Runtime Overhead

ESA

TSRS-GAFO 105 42800s 0 %

CTS-CGA 2042 816800s 1808 %

3.6.2.3 Influence of the α parameters

In order to measure the influence of the α parameters described into section 3.4.2.6, we propose to
vary the α parameters from 0 to 1 by step of 0.1, α2 being equal to 1−α1. The test case applications and
architectures are: (1) the chirp to map onto the archi 3 with a memory size of 256 Kb, (2) the jpeg to map
onto the archi 5 with a memory size of 720 Kb and (3) the stap to map onto the MPPA with a memory
size of 32 MB. The application execution time constraints are set to 80 ms, 1.7 s and 3 s respectively.

The results obtained from these experiments for the TSRS-GAFO and the CTS-CGA are shown
Figure 3.23. As it can be seen for the chirp application the α parameters have no impact on the final
solution for the TSRS GAFO due to the metrics constraints and the application simplicity. For the CTS-
CGA and due to the application complexity the α1 parameters only influence the exploration when they
are close or equal to 1. Otherwise the α2 parameter is dominant due to the execution time constraint
which does not allow to reduction of the number in use.

For the jpeg application the TSRS-GAFO always proposes solution organized around 13 cores due to
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Figure 3.23 – Evolution of the proposed solution for the chirp, jpeg and stap application with the α
parameters.
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the metrics constraints. Since the number of cores is constant the graph shows that it is more beneficial
to guides the search for high performance solution. Otherwise as shown Figure 3.23 the TSRS-GAFO
leads to solution which propose an inefficient use of the hardware resources. For the CTS-CGA the α
parameters allow to guide the exploration to more hardware economic or high performance solution.
Moreover depending of the value set for the α parameters we see that the CTS-CGA define solution
offering a compromise between hardware economic solutions and high performance solutions.

Finally for the stap application the same trend are observed for the TSRS-GAFO and the CTS-CGA.

These results show that the impact of the α parameters are limited by the metrics for the TSRS-
GAFO. In order to give more freedom to the TSRS-GAFO the definition of the execution time constraints
is then a key point.

3.7 Summary

In this chapter the proposed DSE methodology and PARSE tool have been presented. The needs
of each methodology components have been detailed. A description of each heuristic algorithms used
within PARSE is given, along with the internal representation of each design point and the cost function
used by the heuristics to go through the solution space.

This description shows that the proposed methodology is able to explore at the same time the archi-
tecture, the mapping and the data placement solution space which allows to identify the best compromise
for the application and the architecture. Moreover this avoids a separation of concern found into the state
of the art between the application and the architecture.

Furthermore the TSRS-GAFO framework shows its ability to handle the heterogeneity of a MPSoC
architecture and to map several tasks onto the same node.

The results obtained by the mapping and data placement heuristics have been given for a set of
benchmarks and applications. These results are close or equal to the optimal one obtained by using an
exhaustive approach.

The impact of the fusion operator and of the metrics onto the quality of the final solution and onto
the exploration runtime was also measured. These set of experiments have proved the ability of PARSE
and of the proposed DSE methodology to define in a reasonable amount of time an architecture, an
application mapping and a data placement from an application and an architecture library.

Moreover we offer a more accurate representation of the solution space thanks to the use of a Sys-
temC simulator. This SystemC representation is needed in order to be able to scale in the future with the
technology improvement.





4
Globally homogeneous architecture but
locally heterogeneous cores

Abstract: Most of the MPSoC are now becoming heterogeneous because they present better perfor-
mances and power efficiency [133]. This heterogeneity brings the possibility to have for each domain the
most adapted hardware architecture but also requires the support of different programming model on the
same platform. To ease the design and programming of MPSoC architectures this chapter introduce two
hardware modules. The first hardware module is the accelerator interface. The role of the accelerator
interface is to provide a common interface for all the processing IPs connected onto the NoC. The second
hardware module is a hardware memory management unit used to hide the underlying memory hierar-
chy for cluster based multi-processors system on chip architectures. Within the architecture each cluster
is composed of processing cores, along with a memory. To maintain the consistence of the memory a
hardware memory management unit is added in the cluster to increase the performance and control the
memory access.
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4.1 Introduction

The increasing amount of complex applications has forced the designers to define architectures with
high performance constraints. The embedded paradigm introduces new constraints and these types of
architectures have to provide high performance throughput, without using a lot of hardware resources
and within a very limited power budget.

To face these hard constraints MPSoC architectures have appeared has a major solution. Neverthe-
less, industry is reluctant to take the plunge into the MPSoC world. Among the reasons, the impossibility
of reusing most legacy code (which is mainly sequential C code), coupled with the risk of using an un-
sustainable solution and the increase in development cost are strong factors that make industry being
conservative. Additionally, there is also a problem of accessibility for small product volumes where it is
not profitable to design custom heterogeneous MPSoC architectures.

In order to fulfill the requirements of future applications it is then necessary to ease the access to
future MPSoC architectures. To that end this chapter presents the FP7 FlexTiles project [9]. The goal
of this project is to define and develop an energy efficient and programmable heterogeneous MPSoC
architecture with self adaptive capabilities.

Our contribution to this project is the definition of two hardware modules constructed with the aims
to ease the programming and the management of the architecture. The first hardware module is the
accelerator interface which is used to abstract and ease the integration of heterogeneous IP within MPSoC
architectures. The second module is a hardware memory management unit used within cluster based
MPSoC architectures to abstract the underlying memory hierarchy, optimizes the application execution
time and limits the data transfer among the platform.

The rest of this chapter depicts in more details the FlexTiles project in section 4.2. The accelerator
interface and the hardware memory management unit are respectively detailed in section 4.3 and 4.4
along with the results.

4.2 FlexTiles

The FlexTiles project [9] aims at defining a heterogeneous MPSoC platform along with a complete
tool flow. The FlexTiles architecture (Figure 4.1) is composed of a set of resources including both
programmable GPP and DSP cores and reconfigurable dedicated hardware accelerators. The hardware
accelerators are mapped on a FPGA fabric to provide a high-level of flexibility. The FPGA fabric is on
a dedicated layer in a 3D-stacked chip with the MPSoC layer [112]. All the resources are connected
through a NoC.

In the proposed execution model, GPP nodes are used as masters that can benefit from accelerators
to delegate processing tasks. The accelerators, working as slaves, are either DSP cores or hardware
accelerators mapped on the FPGA fabric. To homogenize the control of accelerators by the masters, a
common accelerator interface ”AI” is proposed. All the resources are connected to the NoC by a NI.
The NoC itself is decomposed into different channels offering different services that match the quality
of service requirements.
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Figure 4.1 – FlexTiles architecture. The architecture is composed of two layer the MPSoC layer and
the FPGA layer. GPP and DSP are mapped onto the MPSoC layer while the hardware accelerator are
mapped onto the FPGA layer. All the resources are connected through a NoC, the accelerators (DSP and
hardware accelerators) connection onto the NoC being abstracted by the means of the AI.

The MPSoC layer shares all the resources of the FPGA fabric. Even if there are distinct individual
AIs to access to the FPGA fabric, it hence offers a high-degree of flexibility to map the hardware acceler-
ators. The dynamic reconfiguration of the FPGA fabric is enabled via a dedicated controller also visible
from the NoC. Finally, additional peripheral resources are connected to the platform acting as I/O. In
particular, external memory controllers can be added (such as DDR).

4.2.1 FlexTiles Platform

The whole solution developed in the FlexTiles project targets high-performance and dynamic algo-
rithms in embedded products. The programmer’s view is a set of concurrent threads. Different priorities
express the parallelism that allows dynamic resource allocation at run-time. In addition, each thread can
address domain-specific accelerators to meet real-time or high performance constraints of the application.

The description of the application is captured thanks to a tool chain that helps programmers imple-
menting and deploying their applications on the targeted architecture. With this tool chain, designers
are able to express the parallelism by describing application threads as a series of dataflow graphs and
combining them with priority orders and synchronization mechanisms.

The main application is programmed in C code. The accelerated parts of the applications are written
in the language of the targeted accelerator: for DSP cores they are programmed in C code (possibly
using assembly-level optimized libraries), for the FPGA fabric they are written in HDL code or in C
code converted to HDL through HLS tools. An operating library embeds a system monitoring to be able
to allocate the resources and load balance the works over the processors according to several sensors
inside the chip.
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4.2.2 MPSoC layer

The MPSoC layer includes all the programmable components of the FlexTiles platform. The goal of
the FlexTiles platform is to provide a scalable architecture offering a large flexibility of programming and
high-computational performance. The concept is to mix on the same platform general purpose processors
(for flexibility and homogeneity of programming) and accelerators (for efficiency of data processing).

The nodes are the building blocks of the FlexTiles platform. Three types of actives nodes are con-
sidered: (1) The GPP nodes which are constructed around a GPP, a local memory, an instruction cache
memory and peripherals for synchronization with the rest of the platform. (2) The DSP nodes which are
constructed around a DSP along with an AI. (3) The hardware accelerators which are constructed around
an AI and a hardware IP mapped on the FPGA fabric.

In addition the FlexTiles platform is composed of two passive nodes: (1) The I/O node used to make
the connection with the outside environment. (2) The DDR node used to store the data shared among the
platform.

From the functional point of view, four types of node behaviors are proposed: (1) Supervisor, a
single node of the NoC that controls the master nodes attached to the same NoC. It manages the boot,
reset, health monitoring, built-in self-tests and debug tasks. (2) Masters execute the user application.
They may control slave nodes to manage I/Os or deported processing. These nodes are typically a GPP.
(3) Slaves are nodes that receive deported work to do and communication. These nodes are typically
dedicated accelerators that can process specific functions or I/O facility. (4) Passive, nodes that exposes
their address-space to the other nodes. These nodes are not capable of initiating anything on the network;
the other nodes can read or write into it. These nodes are typically a shared memory plugged onto the
NoC.

4.2.3 Reconfigurable layer

The reconfigurable layer of the platform contains all the resources for the integration of the FPGA
fabric in the FlexTiles architecture. It contains the FPGA fabric where hardware IPs (accelerators) can
be mapped, the reconfiguration manager (including its configuration memory) and the resources for
interfacing with the MPSoC layer (NI and AI). It is defined in opposition with the MPSoC layers that
include all the programmable components (GPP and DSP).

The FPGA fabric has several common features with a “classical” FPGA architecture. It is a hetero-
geneous fabric of computing, memory and interconnection resources. Computing resources are logic
blocks including mainly look-up tables and flip-flops, memory resources are static memory embedded
for data storage during computations, and interconnection resources (wires, switch boxes) aim at con-
necting the different computing and memory resources to each other. The FPGA fabric also includes
some arithmetic computing resources (arithmetic configurable datapaths) to improve the overall process-
ing performance, if necessary. Because the reconfiguration layer is stacked, this layer does not have
direct access to the I/O pads of the chip, the I/O cells of a classical FPGA are replaced by the AI that
give access to the MPSoC layer. Finally the FPGA layer provides capabilities for online reconfiguration
and task migration. This last feature allows the FlexTiles platform to have more flexibility in regards of
dynamic application workload.
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4.2.4 NoC

On the FlexTiles platform, a large number of resources have to exchange information such as control,
configuration and data. The proposed approach is to adopt a communication interconnect based on NoC
technologies for scalability reasons [49].

The topology is based on a mesh approach since it provides the best performance-complexity com-
promise and the simplest implementation [26, 28, 45, 113]. Indeed, local communications are well
supported and favored by this topology. Finally a mesh topology offers a better scalability than its coun-
terparts [49].

4.2.5 Programming model

An application is a set of static clusters (Figure 4.2). A cluster is a representation of a particular
function of the application and regroup is described using synchronous data flow (SDF) or cyclo static
data flow (CSDF) models of computation [162].

Figure 4.2 – Static cluster.

Within an application, each consumer/producer of tokens is called a task. A task is featured by nested
loops implementing the operator and the rules of token consumption/production. Two tasks communicate
through FIFOs of tokens.

Each cluster can be started or stopped depending on events acting globally like a discrete event (DE)
representation. This dynamicity is represented by groups of clusters. In each group, several clusters
having the same data flow inputs and outputs are sensible to different events or events combination. At a
given time, only one cluster of the group is active.

Three possibilities are represented on Figure 4.3:
• Cluster group 1 and 2: The computing element is started when a dedicated event appears (cluster

1) else nothing is done (cluster 0).
• Cluster group 3: When there is no dynamicity, there is only one cluster.
• Cluster group 4: This computing element has 3 possible behaviors.
• Cluster group 5: This cluster is able to dynamically duplicate. Depending on how the chip

is loaded and how many nodes this cluster group is allowed to use, it can duplicate itself to
parallelize its processing. It is called data parallelization because the data are spread among
the duplicated clusters. The designer decides the rules on how to parallelize and split the data
depending on the number of instances of the cluster as well as the allowed possible numbers of
instances.
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Figure 4.3 – Management in FlexTiles: Cluster groups can behave differently depending on their dynam-
icity level

4.2.6 Software tools

As described above, the application is described as a set of static cluster. Each cluster can be inde-
pendently optimized by using the proposed tools SpearDE [139] and Cosy [88].

SpearDE allows to describe the application with the SDF models, to express the application paral-
lelism, and to map the different tasks on the different heterogeneous node represented in the architecture
model of FlexTiles. Finally, SpearDE generates the mapped code used by Cosy.

In the Cosy framework, a streaming compiler is used to convert annotated C code into CSDF pro-
grams. The CSDF programs are mapped on the MPSOC platform, i.e. tasks are allocated to processors,
instructions and data are mapped to local memories, and communication channels are mapped to NoC
connections, and memories. All embedded driver C code to configure processors, DMAs, NoC, and
memory arbiters are generated.

For the task executed by the accelerators, each computation is generated by using the corresponding
tool chain depending on the targeted (DSP or FPGA) fabric.
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4.3 Accelerator interface

4.3.1 Introduction

There exist many initiatives which have provided standard interfaces in order to abstract and ease the
programming of hardware accelerators. The most common approach is to abstract the communication
with the accelerators by the means of FIFO. For example in [130] hardware accelerators are abstracted
as UNIX process that access operating system (OS) communication services and communicate using
FIFO buffers. Despite the benefit provided by these approaches, the only targeted accelerators are the
data-flow ones which limit the use of these solutions.

Some works propose to extend the thread programming model to accelerators for hardware abstrac-
tion. This is the case of the hybrid threads project [33], which focuses on implementing the synchroniza-
tions primitives provided by the POSIX multithreaded programming model as dedicated hardware cores.
However their communication model was based on a monolithic shared memory paradigm which is not
scalable. With the same philosophy [94] introduces a configurable hardware interface for hardware tasks.
The interface uses memory mapped I/O to communicate with its accelerator. However with this approach
the memory hierarchy is shared by the GPPs with the slave accelerators which therefore limit the number
of potential accelerators within the platform. In [207, 208] the integration of the hardware accelerators
by the use of a virtual memory space is proposed. This approach supports the creation and control of
both hardware and software threads through Linux and allows hardware threads to access Linux virtual
memory address space. Despite the benefit provided, the hardware thread complexity is greatly increased
to maintain the virtual address translation tables and invokes the memory manager running on the CPU.

In contrast with these works, [121] propose an operating system abstraction where the communi-
cation model between the software and the hardware is not defined. With this approach the support of
any kind of accelerators is enabled. However with their approach the hardware interface making the
abstraction and the connection of the accelerators onto the interconnect is not generic. This approach
then implies to redefine the hardware interface each time the accelerator is changed.

IP-XACT [35, 173], SHIM [82] and OCP [17] are other major contributions in order to ease the
integration and the abstraction of hardware IP. IP-XACT allows the description of the electronics com-
ponents through compliance rules specified using the extensible markup language (XML). However,
there are some semantics limitations in this approach, since IP-XACT has a limited number of semantics
rules to model an architecture [83]. Unlike the IP-XACT standard, SHIM proposes to define an archi-
tecture description standard from the software perspective. Despite the benefit enabled by the software
viewpoint the difficulty to conceive and build heterogeneous MPSoC architecture is still present. OCP
on the other hand defines an efficient, bus-independent configurable and highly scalable interface for
on-chip subsystems communications. However the bus based protocol approach does not comply with
the scalability needs of MPSoC architectures.

This lack of genericity and scalability then makes the programming of heterogeneous MPSoC plat-
form difficult. This is why in current heterogeneous MPSoC architectures, hardware accelerators are
preferably used with a data-flow programming model where the accelerator execution is only determined
based on the availability of input arguments. However, these platforms by limiting accelerators to a data-
flow programming model reduce the attractiveness of these solutions. Indeed only one programming
model is supported which limits the flexibility of the platform. Moreover by using this approach we do
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not take a full advantage of the computing power provided by the accelerators since the processor has to
perform a lot of control on the accelerator and is then unable to realize any other operations in parallel
of the accelerator execution.

In order to fully benefit from heterogeneous architectures and ease their definition and programming
the AI is introduced. The AI provides a flexible abstraction interface which allows to ignore the addressed
accelerators. Moreover in order to fully exploit the computing power of the MPSoC platform the AI is
autonomous once programmed. This property enables to offload the processor from fine-grained control
of the accelerators. The accelerators types abstracted by the AI are the ones of the classification proposed
in [203] and introduced in chapter 3.

4.3.2 Architecture

The AI architecture (Figure 4.4) is constructed around one arbitrator and four channels: (1) the
control/status channel, (2) the programming channel, (3-4) the data input and output channel.

Figure 4.4 – Accelerator Interface global view.

4.3.2.1 Arbitrator

The arbitrator is used to reduce the number of input and output ports going in and out of the AI, in
order to reduce the NI complexity and simplify its architecture.

Within the arbitrator, two modules are implemented one to manage the inputs and one to manage the
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outputs. On the input side the component drives the incoming signals and data to the correct channels
based on the information provided by the NI. On the output side a round robin scheduling policies
between the channels granting the access to the network is performed.

To drive the signals to the correct channel the arbitrator decode the ai component id t (Listings 4.1).
The ai component id t identifies a component within the AI. A component can be a DMA, a FIFO or a
proxy used to access specific registers of the accelerators. This structure has three fields:

• type: Controls the semantics of the fields.
• channel id: Identifies the channel to be accessed.
• reg proxy: Identifies the register to be accessed.

t y p e d e f s t r u c t {

enum {
a i c o m p o n e n t i s d m a ,
a i c o m p o n e n t i s f i f o ,
a i c o m p o n e n t i s p r o x y

} t y p e ;

u i n t c h a n n e l i d ;
u i n t r e g p r o x y ;

} a i c o m p o n e n t i d t ;

Listing 4.1 – Structure used for the ai component id t

4.3.2.2 Control/Status channel

This channel is used by the GPP to offload processing tasks on the accelerator. Thanks to this channel,
the GPP can write control orders and receive status information. In addition it allows the accelerator to
provide direct notifications to the GPP. In the AI, this channel provides an access to a Work Request
FIFO (Located inside the accelerator) where a GPP writes requests to start processing in the accelerator
(Only used by the domain oriented processors or ASIP).

4.3.2.3 Programming channel

This channel is used by the GPP to program the accelerator. It is used to set registers and load
binary instruction code into the accelerator. In the AI, the programming channel is implemented with
an interface to read and write all memories and registers that are address-mapped in the accelerator and
visible from the master nodes on the platform.

A DMA is used to manage the loading of large set of configuration parameters or instructions. The
DMA is associated to a request FIFO and a state machine (Ctrl Prog CH in Figure 4.4). The DMA sees a
unique address space. The ”Prog request FIFO” is used to store a sequence of load operations. The state
machine control and synchronize the channel with the rest of the platform by interpreting the sequence



90 Globally homogeneous architecture but locally heterogeneous cores

of load operations. Note that the FPGA reconfiguration uses dedicated resources whose access is not
managed by the AI.

4.3.2.4 Data Input and Output channel

The input and output channels are constructed based on the same architecture. The input/output
data processed by the accelerator are sent through these channels. These channels implement a DMA to
manage the transfers of data which as for the programming channel sees a unique address space.

The DMA is associated with a request FIFO and a state machine (Controller Data IN/OUT channel
in Figure 4.4). The ”Data In/Out Req FIFO” can store a sequence of load operations. The state machine
controls and synchronizes the channel with the rest of the platform by interpreting the sequence of load
operations.

4.3.3 Command interface

As depicted on Figure 4.4 hardware mechanisms are introduced to reduce the GPP control overhead
by distributing simple control commands over the AI.

The control distribution is performed by request FIFO used both for processing and communication
purpose. The synchronizations are performed thanks to specific commands pushed by the master nodes
into the request FIFO’s that allow the AI to be synchronized with the other components of the platform.
In order to give an autonomous behavior to the AI and increase the platform computing power the GPP
can also anticipate and pre-load a sequence of commands.

Moreover to increase the autonomy of the AI regarding sequencing control commands, the chan-
nel controller is also able to support extended execution patterns such as loop that allows repeating a
sequence of commands. The list of these specific commands is given in Table 4.1.

Table 4.1 – List of specific commands used to program the AI.
Name Function
exec Address of the task to be executed into the instruction memory of the acceler-

ator.
sd data Send data to another accelerator or to a GPP.

sd data ext Ask for a write access into the DDR memory.
wait evt Wait for a synchronization event from another channel or from another com-

ponent of the platform.
sd evt Send a synchronization event to another channel or to another component of

the platform.
rcv data Receive data from the NI and send it to the accelerator.

rcv data ext Ask for a read access into the DDR memory or onto an I/O
loop Allow to execute a loop on the requests contained into the FIFO.
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4.3.4 Synchronization scheme and execution patterns

To describe and explain the synchronization scheme and execution patterns of the AI, the application
tasks graph and architectural model given Figure 4.5 are proposed.

Figure 4.5 – (A) Application model, (B) Architecture model of the proof of concept example.

In this example the task 0 is run on a data-flow accelerator mapped onto the accelerator node 0, while
the task 1 is run on a micro-programmed accelerator mapped on the accelerator node 1. Finally the GPP
node 0 concludes the application execution and runs the task 2. Based on these models and mapping, the
synchronization scheme and execution patterns are described Figure 4.6.

The first step needed to run the application is to program the AI of the platform. To that end the GPP
node 0 is used to program the AI 0 and 1.

Once the AI programmed, the data coming from the I/O are fetched by the AI 0. Since the accelerator
0 is a data-flow one, the task 0 is fired based on the input data. As soon as the first results become available
the AI 0 automatically transfers the results and synchronizes based on the data with the AI 1.

Since the accelerator 1 is a micro-programmed accelerator the AI 1 sends a specific synchronization
message to inform the accelerator that the data are present into its local memory. The synchronization
event implies the firing of task 1.

Once done the accelerator 1 sends a synchronization event to the AI 1, to inform that the task execu-
tion is done. Based on this synchronization event the AI 1 sends the data and a specific synchronization
event to the GPP node 0. The GPP 0 then stops its current processing and the task 2 is fired to finish the
application execution.

As can be seen from this example, the main advantage of the proposed approach is that the access to
the accelerators is homogeneous. Indeed the access to a data-flow or to a micro-programmed accelerator
is exactly the same for the master GPP.

Moreover as shown on the sequence diagram the accelerator is autonomous once programmed which
allow the GPP to be offload from the control task and to do other processing in parallel.
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GPP 0 AI 0 ACC 0 AI 1 ACC 1 DDR/I/O

AI 1 cfg

ld rqst

AI 0 cfg

ld rqst

rcv data ext

sd data

data
data

data

data

t0 done
t0 done

sd data

data

t1 start

start t1

t1 done
t1 done

sd data

sd evt

start t2

t2 done

Figure 4.6 – Synchronization scheme and execution patterns.
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4.3.5 Experimentation and results

4.3.5.1 FlexTiles Board

The FlexTiles board [8] (Build by Sundance for the project) (Figure 4.7) is used as an experimentation
platform. The board is constructed around two Xilinx Virtex 6 SX475T FPGA [29] and several I/O
peripherals.

In the context of the FlexTiles project one FPGA is used to implement the MPSoC layer, and the
second one is used to emulate the FPGA fabric. These two FGPAs are connected by the means of an
AURORA bridge.

Thanks to these features the FlexTiles board is able to host a MPSoC of approximately 100 GPP
nodes on the first FPGA. The number of accelerators implemented on the second FPGA is dependent of
the running application and of the needed accelerators.

Figure 4.7 – FlexTiles board.

4.3.5.2 Application

The vehicle registration plate detection algorithm [132] was chosen as test application. The purpose
of this application (Figure 4.8) is to locate and extract a registration plate from a larger image. Despite the
low complexity level of the application, this one contains several steps that run in parallel and requires
the use of both data-flow and micro-programmed accelerators. This application is then particularly well
suited to show the AI ability to abstract any kind of accelerators.

The application takes as input a single image (420*340 pixels), 8-bit grayscale raster format. It
performs the mathematical morphology operations erode and dilatation independently on two copies of
this image (Tasks 0,1,2,3) combines and filters the results (Tasks 4,5,6,7) and then applies the output
mask to the input image (Task 8). The output is a copy of the input image with all the registration plate
extracted and the rest of the image masked out in black (Figure 4.9).

In the context of this application the execution time constraints is set to 400 ms/image.
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Figure 4.8 – Vehicle registration plate, application tasks graph

Figure 4.9 – Vehicle registration plate input and output images

4.3.5.3 FlexTiles platform Implementation

The implemented architecture, shown in Figure 4.10.

Figure 4.10 – Architecture implemented onto the FlexTiles platform.

The GPP node is build around a Xilinx Microblaze, a local memory, a DMA, peripherals for syn-
chronization with the rest of the platform and a NI used to send and receive data transmitted over the
network. The memory size is limited to 64 KB, and is used for both executable code and scratchpad
storage by the processor.

All the nodes share an identical set of common components and memory layout. In addition the
supervisor node runs the global OS and supervises a finite set of nodes within the NoC. Therefore, the
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supervisor (GPP node 0) is in charge of the task mapping, the boot and the I/O management. To that end
the supervisor receive a dedicated application to manage the overall platform.

The NoC implemented is based on HERMES [154] and provides a raw bandwidth of 3.2 GB/S for
each router input and output. Each node of the architecture is connected to one router of the NoC. The
mesh connection allows us to route messages through several paths across the architecture. The on-chip
network is reliable, in the sense that a packet sent from one of the nodes is guaranteed to be delivered to
its destination node. Any packet loss would therefore be due to a faulty component.

The shared memory node provides a high-bandwidth data connection between several end points
from the NoC and a passive DDR3 memory able to store data at a maximum rate up to 4.2 GB/s.

The selected test application requires a high level of parallelism. Therefore, algorithm profiling
suggests accelerating morphological operations via hardware accelerators in order to meet real time
constraints. Six accelerators are implemented, four data flow oriented and two micro-programmed.

The data flow accelerators (ACC NODE 0, 2, 3, 5) are used to erode and dilate the images, while the
micro-programmed accelerators (ACC NODE 1, 4) are used to threshold the images. The GPP NODE 1
and 2 are used to program the AI and execute task 4 and 8. Finally the GPP node 0 is used to supervise
the platform.

The mapping of the application onto the architecture is given Figure 4.10.B . Moreover the synchro-
nization scheme and execution patterns used to run the application onto the architecture are given in
Annex B.1.1.

4.3.5.4 Impact of the accelerator interface

The results obtained for the AI hardware cost are summarized into Table 4.2. This table show the
number of Flip Flop, LUT, BRAM and slice used by one AI along with its area occupancy in regards
of the FPGA capabilities. The request FIFO size is limited to 32 requests per FIFO, which turns to be
sufficient in the context of deeply nested loops. Based on these results we can see that the AI operates
at a high frequency while occupying a small amount of hardware resources in regards of the FPGA
capabilities.

Table 4.2 – Area occupancy of one Accelerator Interface
AI Area Occupancy

Flip Flop 3510 0.6% (3510/595200)
LUT 3046 1.0% (3046/297600)

BRAM 18 1.7% (18/1064)
Slice 724 2.6% (1999/74400)

Frequency 400 Mhz N/A

Moreover in regards of the other component of the platform (Table 4.3) the AI area consumption is
less than the size of a processor and of a router and more than 2 times the size of a NI.

In the context of the architecture used for the vehicle registration plate extraction the resources used
by the 6 implemented AI represent less than 1% of the amount of the slices used by the overall architec-
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ture (4400 for the 6 AI, 51705 for the overall architecture). This shows the AI reduced hardware cost in
context of a MPSoC architecture.

Table 4.3 – AI area consumption (Occupied slices) as relative ratio between components
AI/Component Consumption ratio

AI/Router 0.93
AI/Processor node 0.72

AI/NI 2.2

The latencies induced by the AI (Table 4.4) to transfer the data from the network to the accelerator
are just applied onto the first data transfer since the AI presents a pipeline behavior. As the accelerators
work on application with deeply nested loops the latencies imposed by the AI on the first data transfer
do not impact the performance.

From a user point of view the AI hides the inherent heterogeneity of the accelerators, which helps
programming the platform and reduce the time to market. Moreover the AI gives to the accelerators an
autonomous behavior once programmed which increase the platform parallelism.

Table 4.4 – Latency of each elementary operation supported by the AI.
Latency in clock cycle

Transfer of data from the NoC to the Accelerator 7
Transfer of data from the accelerator to the NoC 8

Control channel registers access 5
Programming channel registers access 6

Request transmission 6
Request Execution 5

4.3.5.5 Mapping test

The supervisor of the architecture is in charge of the tasks mapping onto the architecture. To that end
the supervisor based on the information provided by the platform actuators has to decide if a cluster has
to be dynamically duplicated, stopped or started.

The time taken by the initialization phase is not critical for the application as it is only done once
at system start up and each time a reconfiguration of the system is needed. This implies at a low fre-
quency in comparison with the application data flow. The application work is real-time between each
task allocation. At each task allocation, a reconfiguration and initialization time is allowed.

At initialization stage, the mapping must fulfill a set of rules, such as communication latency and
throughput, as well as task execution time. Thanks to application constraints (sensor input throughput,
communication paths between tasks, data sizes, tasks execution time, resources needed by each task) the
supervisor find a mapping of the tasks on the architecture, and a route for each data path thanks to the
NoC.

The mapping realized by the supervisor gives for each part of the program a processing unit and
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each logical data exchange between those parts a physical routing on the network that works for the
application. This means that the routing algorithm finds physical communication paths that allow no
contention or deadlocks on the network.

Because the map and route algorithm will use heuristics to find a solution, these solutions will not
be equivalent but will always be valid, i.e. the application will work functionally (the application gives
the expected result) and temporally (execution time, throughputs and latency are met). This point is
addressed in another part of the project.

To show that different mapping will not jeopardize the application behavior we exhaustively tried
all the application mappings and we have evaluated the impact of that mappings on the communica-
tion latency. This is the only impact a mapping can have on the communication, the throughput being
guaranteed by the network.

Table 4.5 – Mapping experimental Results
Mapping solution Application elapsed Application penalty elapsed time

time (ms) when compared to best mapping (ms).
Best Mapping 377.33 0

Worst Mapping 384.44 7.11

In our test the supervisor is in charge of the input and output data for the application. Therefore it can
measure the time difference between the time the input image is finished to be sent to the first processing
task and the time the output result is beginning to be received from the last processing task.

We only keep the worst and best mappings to measure the jitter on the map and route task. Table 4.5
shows the latency difference between the best mapping and the worst one. The difference is about 7.1ms
which compared to the 377ms time needed by the application to run, is about 2% which is caused by a
difference of hops count in the network.
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4.4 Cluster based architecture a memory abstraction

4.4.1 Introduction

Designing the memory hierarchy is one of the greatest challenges of the designers of MPSoC archi-
tectures, even more with the emerging heterogeneous MPSoC architectures. This heterogeneity brings
the possibility to support different types of application on the same architecture and so to support various
computation models. To take full advantage of this heterogeneity, it is therefore necessary to support
different programming models specific to the targeted application domains. The choice of a memory
hierarchy is then a key issue in the development process of the platform.

In current MPSoC architecture, especially for medium and large scale systems, memory are prefer-
ably distributed, in order to offer a good scalability, fair contention and low delay of memory accesses,
since the centralized memory has become the bottleneck of performance, power and cost [124]. How-
ever programming a distributed memory system is difficult, and can be not efficient for all the targeted
domains [65].

In order to overcome the so called memory wall [124] innovative approaches based on shared mem-
ory have been proposed like in the STHORM and the MPPA platforms. In these works, the processing
elements are grouped in cluster connected to a shared memory through the use of a cache memory. How-
ever the cache memories are not always used in the embedded systems domain. Indeed the access time
to the memory is not predictable which is unacceptable in the case of real time applications.

With the same philosophy, the Ter@ops project [26] and the codelet abstract machine model associ-
ated with the codelet program execution model [188] propose to connect through a shared memory the
processors inside of the cluster. However the management of the shared memory consistency is only
done at the software level which is less efficient than a hardware implementation [90, 201].

Some approaches proposed to have a memory space physically distributed and logically shared, in
order to ensure data access time and to limit the potential bottleneck at the shared memory port level as
the scalable chip multi-processor [205]. However the size of the crossbar needed to switch the path of
the PE to the memory is of significant size and limits the scalability of the solution.

Garibotti et al [95] proposes multithreading capability onto a distributed private memory NoC-based
MPSoC. This proposal is realized through the implementation of a hardware module that enables virtual
symmetric multiprocessing clusters definition at run-time, along with a software-based memory consis-
tency approach. This approach shows effective results and is scalable but is not as efficient as a physically
shared memory due to the communications overhead. Moreover only the owner of the shared piece of
memory can write the memory which therefore limits its use. Finally the consistency of the shared piece
of memory is not fully managed at the hardware level which increases the programmer task.

Intel with its Single Cloud Computer (SCC) [13, 113] proposes the only MPSoC platform imple-
menting an on chip message passing (MP) protocol. Within the SCC all the cores are connected to their
own local memory and communicate thanks to an on-chip MP protocol.

In order to reduce the programmer task and improve the performance, some academic works propose
to manage the shared memory at the hardware level and have shown promising results [90, 147, 153,
167, 169]. However, most of these studies mainly focus on quantifying the impact on the network on
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chip (NoC) bandwidth of such solutions. Whereas in order to validate such an approach it is necessary
to quantify the impact on the application performance which is more sensitive to the size of the memory,
its location and to the data access delay.

The main contributions in order to implement an on-chip MP protocol were proposed by Tota et al.
[65, 201, 200]. They indeed propose a MPSoC architecture implementing the MP paradigm, where for
each running application a processor is responsible to ensure the data consistency and synchronization
between processors, while the memory banks are controlled by a specific processor. Their approach has
shown efficient results, but they used a single monolithic memory which creates bottlenecks onto the
network when the number of processors granting an access increases.

All these works have shown promising results and have tried to optimize the data access time in
the context of MPSoC architectures. The main limitations of these studies are a lack of scalability and
the consideration of fully homogeneous architectures. While nowadays more and more architectures
propose to target domain specific accelerators to meet real-time or high performance constraints of the
application and to reduce the energy consumption.

In order to take full advantages of the MPSoC architectures it is necessary to define memory man-
agement models that allow the reduction of the communication overhead and ease the programming of
the overall machine.

To that end this section introduces based on the principle used in the FlexTiles project for the pro-
gramming models and the software tools, a cluster based MPSoC architecture where the processors are
grouped into cluster connected to a local and a shared memory. This approach allows us to reduce the
communication overhead and to have the on chip memory locally shared and globally distributed.

The main difference of the proposed architecture with the state of the art is that the memory consis-
tency and management is done at the hardware level. This approach allows the performance improvement
and eases the programming of MPSoC architectures by partially hiding the underlying memory hierarchy
to the programmer. This is achieved by a hardware MMU which allows the programmer to get rid of the
memory management and allocation issue.

4.4.2 System description

4.4.2.1 Architecture presentation

The proposed MPSoC architecture (Fig. 4.11) is constructed around clusters connected through a
NoC as done in current MPSoC architectures [26, 45, 75]. Indeed local data transfers are favored since
the communications latencies are reduced inside of the cluster. Moreover the cluster approach reduces at
the same time, the NoC area, the propagation delay and the energy consumption [45].

The NoC for its part ensure the communications of the various elements of the architecture. For the
topology a mesh approach was chosen because it provides the best performance-complexity compromise
and proposes the simplest implementation as stated into section 4.2.

Within the architecture the memory space is physically distributed into all the clusters of the architec-
ture and locally shared within the cluster. In order to partially hide the underlying memory hierarchy and
ease the programmer task a specific hardware MMU is used to define a generic communication model.
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Figure 4.11 – Proposed architecture where clusters are implemented to favor local data transfer thereby
increasing the overall system performance.

Indeed with the proposed hardware MMU the processor access transparently and with the same protocol
all the memories of the platform. To that end the hardware MMUs present into each cluster are able to
forward the messages that do not target the local MMU. This approach leads to a non uniform memory
access model but this does not affect too much the flexibility of our architecture. Nevertheless for clus-
ter to cluster communication this approach causes a communication overhead. Indeed the NoC has to
arbitrate several requests, which can lead to a higher latency than a fully flat architecture model. Finally
all the processors can access to an external DDR memory. In the context of the proposed approach this
memory is used for data storage purpose when the memory space available on-chip is not sufficient.

4.4.2.2 Cluster Architecture

The proposed cluster (Fig. 4.12) is organized around an interconnect connecting: processor nodes
which execute tasks from a process, and a memory node which store the data shared among the clusters.
The processor nodes of the whole architecture can concurrently access the memory nodes present in
all the different clusters of the architecture. However it is better to promote local accesses, due to the
overhead (power, latency) induced by remote accesses.

The architecture of the processor node (Fig. 4.12) is heterogeneous to be able to target specific
application domains. To that end the processor nodes are based on a GPP or a DSP along with a set of
peripherals. The peripherals are used to connect and synchronize the node with the rest of the platform
and to give an autonomous behavior to the node.

The processor node is also associated with one instruction cache memory that contains the instruction
code to be executed. Finally a local memory that contains the data currently computed by the processor
is implemented. This memory is only accessible by the attached processor.

Thus to take a full advantage of the memory node the data transfers between remote memory node
resources have to be limited. Obviously the local data accesses are dependent of the tasks mapping and
data placement.

In the rest of this section the tasks mapping and the data placement are supposed to be ideal. This
hypothesis assumes that the task mapping and data placement take a full advantage of the architecture
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Figure 4.12 – Cluster architecture, each cluster is composed of a set of processor nodes along with a
memory node. A processor node being composed of all the elements necessary to communicate and
synchronize with the rest of the platform.

capabilities to maximize the processors load. However the proposed approach allow to ease the task
mapping and data placement since the user does not have to take care about the memory hierarchy and
data transfers because they are managed at the hardware level.

4.4.3 Memory node

Figure 4.13 – Memory node composed of a partition table, an address generation unit (AGU) and a
memory protection unit (MPU)

To be able to protect and maintain the memory consistent the MMU is constructed around three
elements (Fig. 4.13): (1) a partition table used to record the information about each partition of the
memory, (2) an address generation unit (AGU) used to make the virtual to physical address translation,
(3) a memory protection unit (MPU) used to ensure data consistency. Finally the memory is cut into a
set of blocks called partition. The memory is divided into a set partitions at design time depending on
the targeted application domain.

4.4.3.1 Partition Table

The role of the partition table is to record the information related to each partition, in order to provide
the MPU with enough information to maintain the memory consistency. The informations contained into



102 Globally homogeneous architecture but locally heterogeneous cores

the partition table are the following (Fig. 4.14): (1) Partition ID: Represent the ID of the partition,
(2) Partition Properties: Information used to tell if the partition is read only, read/write, write only, (3)
Remaining read operation: Number of read operations to perform on the partition before writing new
data, (4) Write: Indicates that a write operation is in progress and (5) Free: Indicates that the partition is
not allocated to a processor and can be re-allocated.

Figure 4.14 – Structure of a line into the partition table.

4.4.3.2 Address Generation Uuit

The AGU (Figure 4.15) is here to make the virtual to physical address translation. Its architecture
is composed of a control unit which checks if the access targets the local or a remote memory node
and a adder which adds to the virtual address the required offset to enable the access to the value in the
memory.

Figure 4.15 – Architecture of the address generation unit.

The behavior of the AGU is the following, the AGU first check if the access targets the local memory
node or a remote memory node. If the access is loca,l the virtual address is converted to a physical address
to access the value into the memory node. If it is a remote access the incoming request is forwarded by
the AGU to the correct cluster and memory node. This forward procedure is fully transparent to the
processor and to the programmers who do not have to take care about the memory node location and
position.

This procedures includes additional latency and should be limited as much as possible (see section
4.4.4)

4.4.3.3 Memory Protection Unit

The MPU realizes the allocation and the de-allocation of the memory partitions, and ensures that
a read and a write operations are not performed at the same time on the same memory partition. The
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MPU works as follows, each processor upon request will be assigned a memory partition, and then this
area will serve as a mean of communication for the different tasks of the program. Once the execution
achieved the partition is released by the owner. To that end the MPU (Figure. 4.16) is constructed around
4 channels (Write, Read, Alloc and De-Alloc channels) and two arbitrators. Each channel is composed
of one FIFO and a FSM which is used to control and limit the access to the memory depending on the
partition status. The arbitrators are used to limit the number of I/O going in and out of the MPU.

Figure 4.16 – Architecture of the memory protection unit.

4.4.4 Operating Principle

4.4.4.1 Intra cluster communication

The sequence used by the processors to enable a communication channel within the same cluster
is depicted in Figure 4.17. In this example the GPP 0 works on data that need to be transmitted to the
GPP 1. To ensure this the GPP 0 ask to the MMU a memory partition allocation.

Once the partition allocated, the GPP 0: 1) transmits the number of the allocated partition to the
GPP 1, 2) ask for a write access in the memory node (MMU C0 and Memory C0), and 3) waits for the
write acknowledge. Once the data written in the memory node, the GPP 0 informs the MMU that the
write operation is done and tells the MMU the number of processors that need to read the data written
into the partition. From this point the partition is only readable until all readers read the data. The number
of reader for a partition is deducted from the application task graph at compile time.

The GPP 1 then asks for a read access onto the partition. Since data have been written the GPP 1 read
request is acknowledged. At the same time the GPP 0 informs the MMU that it can free the partition.
However since all the read operations have not been done the free request is queued. As soon as the
read operation acknowledged the GPP 1 transfers the data contained in the memory node and informs
the MMU that the data has been read which enables the release of the partition.
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Data
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Part free

Figure 4.17 – Example where two GPP within the same cluster are communicating through a partition of
the memory node.
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4.4.5 Inter cluster communication

The sequence used by the processor to enable a communication with a remote cluster is depicted in
Figure 4.18. In this example the GPP 0 works on data that need to be transmitted to the DSP 0. The
GPP 0 is located into the cluster 0 while the DSP 0 is located into the cluster 1.

As for the intra cluster communication and depicted within the block 1 of the Figure 4.17 the first
steps are to request a partition, broadcast the partition number, ask for write access and write the data into
the partition. Since this sequence is similar to the one of the Figure 4.17 the block 1 is not represented
into the Figure 4.18 for simplifications reasons.

From this point and once the data are written into the memory the DSP 0 requests a read access
to the partition to the MMU C1. However since the partition is not managed by the MMU C1 the
request is automatically forwarded to the MMU C0. Once the read request received by the MMU C0,
the DSP 0 read request is acknowledged. From this step the GPP 0 inform the MMU C0 that it can free
the partition. However since all the read operations have not been done the free request is queued.

Then the DSP 0 requests to MMU C1 to transfer the data contained into the partition. Since the
partition is not managed by the MMU C1 the request is automatically forwarded to the MMU C0. Once
the request received by the MMU C0 the data are transferred to the DSP 0.

The DSP 0 then inform the MMU C1 that the read operation is done which transfer the request to
the MMU C0. This enables to release the partition by the MMU C0 since all the read operation have
been done.

It is important to note that even if requests are queued for a partition it is still possible to access the
other partitions. The hardware MMU is constructed in a way to ensure that any request is blocked into
the FIFO.

Furthermore the positions of the processors inside the architecture do not impact the procedure to ac-
cess the data. This is a key point of the proposed approach since the communications are independent of
the processors positions which allow the creation of a generic communication model for the architecture
and partially hides to the programmer the underlying memory hierarchy to ease the mapping and data
placement issue.

Moreover since the MMU is hardwired the communications are more efficient. The hardware MMU
is able to ensure dynamically the memory consistency and management based on the incoming processor
requests. Finally as shown on this example it is possible to read data into remote clusters, but also to
write data into remote clusters in a transparent manner.

4.4.6 Experimentation and results

4.4.6.1 Simulation environment

In order to validate our approach, OVP and SpearDE environments were used for modeling and
simulation purpose. In our context, OVP was used to model and validate the cluster based MPSoC ar-
chitecture. The cluster based MPSoC architecture is composed of four clusters, each cluster is organized
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Figure 4.18 – Example where a GPP and a DSP located into remote clusters are communicating through
a memory node.
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around several processor nodes (2, 4 or 8) and a memory node able to manage four partitions simulta-
neously. A processor node is composed of a MIPS processor with a local memory and peripherals for
synchronization and data transfer purpose. Once the behavior of our solution validated within the OVP
framework, SpearDE software environment was used to get performance evaluations.

Regarding the comparison and validation of the results, three architectural models were implemented
in SpearDE:

1. Our cluster based architecture with globally distributed locally shared memories (Fig. 4.19).

Figure 4.19 – OVP model of cluster based architecture implementing an on-chip MP protocol.

2. The Ter@ops architecture model (Fig. 4.20) used to compare our results with the one of the
state of art. The Ter@ops architecture was chosen because it is close from the proposed cluster
based architecture which allow a fair comparison. Moreover this allow to show the benefit of
the hardware MMU since as stated during the state of the art the memory space of the Ter@ops
architecture is managed at the software level.

Figure 4.20 – Ter@ops architecture.

3. The architecture shown in Figure 4.21, which is a flat architecture model mostly used in current
MPSoC architectures [133, 124]. In this model each processor is associated with its own local
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memory and peripherals. The communication protocol between the processors is based on a
MP paradigm. The MP paradigm is implemented thanks to the message passing interface [16]
standard. Moreover as for the cluster based and the Ter@ops architectures all the processors can
access to a DDR memory, this memory is used for data storage purpose when the memory space
available on-chip is not sufficient.

Figure 4.21 – Flat architecture model used to compare the benefits brings by the cluster based architec-
ture.

The set of all the architectures tested and modeled in these experiments are reported in Table 4.6.
This table shows that seven different architectures have been tested. Three architectures (Flat 1, Flat 2,
Flat 3) are based on the flat architecture model and composed of 8,16 and 32 cores respectively. Three
architectures (Clus 1, Clus 2, Clus 3) are based on the cluster based architecture model and composed
of 8,16 and 32 cores respectively. One architecture is based on the Ter@ops architecture model. Since
the Ter@ops architecture model is composed of 4 cores per cluster the Ter@ops architecture is only
compared with the results obtained by the related Clus 2 and Flat 2 architectures.

Table 4.6 – List of evaluated architectures. The number of cores varies from 8 to 32. While the amount
of memory present on the chip and the memory bandwidth stay constant.

Architecture Cluster Nb of Nb of Nb of Mem node Size Size mem
Name based cores cores per cluster bw Mb/s LMEM node

cluster Kb Kb
Flat 1 No 8 N\A 0 0 288 0
Clus 1 Yes 8 2 4 6400 32 512
Flat 2 No 16 N\A 0 0 160 0
Clus 2 Yes 16 4 4 6400 32 512
Flat 3 No 32 N\A 0 0 64 0
Clus 3 Yes 32 8 4 6400 32 512

Ter@ops Yes 16 4 4 6400 32 512

Moreover as shown on Table 4.6 the amount of memory present on the chip and the memory band-
width are kept constant. The bandwidth for the local memory and for the DDR memory of all the
architectural models is set respectively to 1600 Mb/s and 25600 Mb/s. This allows a fair comparison of
the various architectural models, since each model present the same hardware cost in terms of memory.
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4.4.6.2 Application

The applications that were implemented in order to measure the impact of our approach on the
performance are a 2D-FFT and a matrix multiplication. These applications were chosen because they
present different levels of complexity in the memory access pattern.

To measure the benefit of the cluster based architecture on the data transfer time and when the
memory are correctly and incorrectly sized, the two applications were tested with 4 input matrix sizes
(128*128, 256*256, 512*512, 1024*1024). All the input data are complex numbers encoded on 64 bits
(32 bits for the real part and 32 for the imaginary part).

Moreover we also measure the task overlap of the communication time onto the computation time, to
evaluate the benefit of the proposed memory hierarchy onto the performance and onto the data transfers
among the platform.

Eq. 4.1 depicts how the task overlap is computed. tiover is the task overlap, tict represent the
communication time of task ti while tiet represent the time needed by the task ti to process the data.

tiover =
tiet

tict
; (4.1)

A good memory hierarchy is a memory hierarchy where the task overlap is greater than one. This
means that the time needed to compute the data hides the time needed to transfer then.

In the context of these experiments the mapping of the applications on the architecture and the data
placement are supposed to be ideal. Which means that the overlap is maximized in regards of the archi-
tecture capabilities.

2D-FFT:

The application task graph used for the 2D-FFT application (Figure 4.22) is composed of two tasks:
One realizing the FFT onto the lines, and one realizing the FFT onto the column. As can be seen from
the application tasks graph a corner turn is needed between the two tasks executions in order to reorder
the data this operation is done by a DMA.

Figure 4.22 – 2D-FFT application task graph.

The results obtained for the 2D-FFT application are presented Figure 4.23, Table 4.7 and 4.8. Our
solution realizes an average speedup of 6.98% over a flat architecture, and an average speedup of 3.25%
over the Ter@ops architecture. Examples of the 2D-FFT application mapping onto the Clus 2, Flat 2
and Ter@ops architectures are given annex B.2.1.
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Figure 4.23 – Execution times needed to realize a 2D FFT on 32 images.

Table 4.7 – Speedup of the cluster based architecture over the flat architecture and the Ter@ops on the
FFT application.

Speedup over the classical flat architecture Speedup
Matrix size Clus 1/Flat 1 Clus 2/Flat 2 Clus 3/Flat 3 Average over Ter@ops

128*128 5.9% 17.13% 14.29% 12.4% 8.1%
256*256 7.85% 5.61% 4.82% 6.1% 2.01%
512*512 7.24% 4.31% 3.53% 5% 1.7%

1024*1024 6.13% 4.00% 3.10% 4.41% 1.2%
Average 6.98% 3.25%

In the context of a 2D FFT the impact of the cluster based approach is limited. This is due to the fact
that in order to realize the corner turn between the two FFT a complete matrix is needed.

In the context of these experiments over a matrix size of 128*128, a partition of the memory node
is not able to store one complete matrix, one of the solutions is then to allocate several partitions. These
partitions can be allocated in the local memory node or in a remote memory node.

However this solution is not suitable when the number of cores increase. Indeed some cores would
not have any data storage inside the architecture. The unique solution is then to work on sub-part of the
input matrix and to write back the obtained results in the DDR memory between the two FFT executions,
which strongly impacts the global performance.

Indeed as depicted Table 4.8, when the size of the image is over 128*128 the task overlap is smaller
than 1. It is then not possible to hide the communication time with the computation time, and the
application execution time is dependent of the data transfer one. Moreover when the number of cores
increases the time needed for the communication is getting more important since more bottlenecks on
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Table 4.8 – Task overlap for the FFT application.
Task overlap

128*128 256*256 512*512 1024*1024
Flat 1 1.2 0.54 0.39 0.33
Clus 1 1.41 0.71 0.49 0.40
Flat 2 0.72 0.47 0.35 0.32
Clus 2 1.2 0.63 0.43 0.38
Flat 3 0.64 0.4 0.32 0.31
Clus 3 1.03 0.52 0.4 0.37

Ter@ops 0.89 0.41 0.33 0.31

the network and at the memory port implies.

The same problem applies also to the flat architecture model, since as for the memory nodes the
LMEMs are not able to contain one complete matrix the results have to be written in the DDR memory
between the two FFT executions.

Even if, the memory is incorrectly sized for all the matrix sizes, the cluster based approaches always
shows a benefit over the flat architecture model. This is due to the fact that the memory node allows
the reduction of the global amount of communication. Moreover when the memory is correctly sized
(which is the case for the application running on matrix of 128*128) the observed speedup can go up to
17.13% since the data locality is increased and the data transfers with the DDR memory and with the
other processing cores are reduced. Finally when in the context of the flat architecture model, the size of
the LMEM is correctly chosen (which is the case for the Flat 1 when working with images of 128*128)
the cluster based approach still shows a benefit.

Regarding the benefit of the cluster based approach over the Ter@ops architecture the results shows
that the benefit is dependent of the quality of the task mapping and data placement. Indeed when the task
overlap of the cluster based architecture is below one the benefit bring is reduced. However even if it is
not possible to hide the communication time with the computation time the hardware MMU still allows
to optimize the application execution time. Moreover when the task overlap is optimized the benefit
bring by the hardware MMU is getting more important.

Matrix multiplication:

Figure 4.24 – Matrix multiplication application task graph.

For the matrix multiplication (Figure 4.24), the application is also implemented as two sub-tasks one
realizing a term to term matrix multiplication and one realizing a sum on the line of the generated matrix.
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Figure 4.25 – Execution times needed to realize 32 matrix multiplications.

The results obtained for the matrix multiplication application are presented Figure 4.25, Table 4.9 and
4.10. Our solution realizes an average speedup of 14.1% over a flat architecture, and an average speedup
of 8.1% over the Ter@ops architecture. Examples of the matrix multiplication application mapping onto
the Clus 2, Flat 2 and Ter@ops architectures are given annex B.2.5.

Table 4.9 – Speedup of the cluster based architecture over the flat architecture and the Ter@ops architec-
ture on the matrix multiplication application

Speedup over the classical flat architecture Speedup
Matrix size Clus 1/Flat 1 Clus 2/Flat 2 Clus 3/Flat 3 Average over Ter@ops

128*128 21.77% 18.84% 15.58% 18.73% 10.2%
256*256 17.40% 15.23% 10.54% 14.39% 9.2%
512*512 13.88% 12.45% 8.80% 11.71% 7.5%

1024*1024 13.73% 12.29% 8.52% 11.51% 5.5%
Average 14.1% 8.1%

In the context of this application, the gains in terms of acceleration are more important. This is due
to the fact that only two rows of the complete matrix are required to perform the two tasks (one for each
input matrix). In this case it is therefore not necessary to use the DDR memory between the two tasks for
data storage. The data locality can be further maintained and allows to take full advantage of the memory
node.

Increasing the size of the matrix and the number of cores, reduce the task overlap (Table 4.10). This
is due to a more important traffic on the networks and at the memory ports.

We can see that the benefit of the cluster based approach over the Ter@ops architecture is more im-
portant (up to 10.2%) when it is possible to hide the communication time with the computation time.
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These results demonstrate that the hardware management of shared memory helps to reduce the commu-
nication overhead and increase the performance thanks to a more efficient management of the communi-
cations.

Table 4.10 – Task overlap for a matrix multiplication application.
Matrix Multiplication task overlap

128*128 256*256 512*512 1024*1024
Flat 1 3 1.8 1.27 0.93
Clus 1 4 2.16 1.5 1.13
Flat 2 2.6 1.6 1.13 0.88
Clus 2 3.5 1.95 1.41 1.08
Flat 3 2 1.46 1.01 0.82
Clus 3 3.1 1.78 1.22 1.06

Ter@ops 3.2 1.62 1.19 0.95

4.4.6.3 Influence of the data placement and task mapping

In order to measure the benefit of the proposed approach this section proposes to measure the benefit
brings by the cluster based approach when the task mapping and the data placement are not ideal.

To that end we propose to vary the task mapping and data placement from an ideal one to a poor one
and measure the impact of remote data access in context of the proposed cluster based architecture.

These two experiments are done with the matrix multiplication application when working on image
size of 128*128. The application is run on the flat 2 and clus 2 architectures and on the Ter@ops
architecture. This application was chosen because it fully optimizes the task overlap which allows us
to vary it and measure the benefit of using a hardware MMU. An example of a poor multiplication
matrix application mapping is given annex B.2.9.

The obtained results following these experiments are resumed Figure 4.26. As shown the cluster
based approach always shows a benefit over the flat architecture on the application execution time even
if the data placement and task mapping are not ideal.

Compared to the Ter@ops architecture we can see that when the task overlap is below 0.3 the benefit
brings by the proposed approach is less than 2%. This is due to the fact that the processors are not loaded
and have enough time to synchronize and ensure the memory consistency.

However when the task overlap is over 0.3 the proposed approach bring a benefit on the application
execution time. Indeed because the processors are more loaded the hardware MMU helps to reduce the
processor idle state, the synchronization events and optimize the application execution time and data
transfers when the data access are local to the cluster.

Regarding the impact of remote data access we see that it implies a loss in performance. However
even when the mapping cause remote data access the proposed cluster based approach always show a
benefit over the flat architecture and propose the same level of performance as the Ter@ops architecture.

In conclusion it’s necessary to take a full benefit of this approach to carefully size the memory and
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Figure 4.26 – Influence of the task mapping and data placement onto the benefit bring by the cluster
based approach.

the number of cores connected to the memory node and to map highly communicating task within the
same cluster. This allows the bottlenecks reduction on the network and transfers to the external memory.
Nevertheless, despite the fact that the speedup is reduced in case of incorrectly sized memory or remote
data transfer, our solution still shows a benefit. This is made possible due to a reduced network traffic,
obtained thanks to the cluster organization and the hardware MMU which enable an easy programming
thanks to a unified interface.

4.4.7 Hardware Implementation

The results of the implementation of the MMU within a Xilinx Virtex6 SX315T FPGA are resumed
Table 4.11.

These results suppose that the MMU is able to manage the consistency of four partitions simulta-
neously. The request FIFO of each channel is limited to 4 requests. Which turn to be sufficient in the
context of the proposed approach. The router, the NI and the processor node used for hardware resources
comparison are the same as the one used into section 4.3. The results given for the MMU do not include
the protected memory.

Based on these results we can see that the MMU operates at a high frequency while occupying a
reduced amount of hardware resources compared to the other component of the architecture. Indeed as
shown on Table 4.11 the MMU is equal to the size of a NI and much smaller than the size of a processor
and a router in terms of slice.

This is due to the fact that the FSM implemented into each channel to control the memory consis-
tency are quite simple and organized around a reduced number of states. Finally the two arbitrators
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Table 4.11 – MMU resources consumption
Flip-Flop LUT Slice Freq. MMU/Component

(Mhz) consumption ratio
(Occupied slice)

MMU 1635/393600 970/196800 818/49200 450 1
(0.4%) (0.5%) (1.6%)

Router 2402/393600 1425/196800 1202/49200 406 0.68
(0.6%) (0.7%) (2.45%)

Processor 4301/393600 2551/196800 2152/49200 220 0.38
Node (1.1%) (1.3%) (4.3%)

NI 1635/393600 970/196800 818/49200 420 1.01
(0.4%) (0.5%) (1.6%)

implemented within the architecture to control and limit the access to the memory or to the NoC are also
based on simple FSM to manage the incoming requests.

Furthermore from these numbers we can conclude that it is possible to implement within a Virtex6
SX315T FPGA four clusters composed of 4 processors node connected to a shared memory of 6400MB/-
cluster.

4.5 Summary

In this chapter the FlexTiles project which is a heterogeneous high performance MPSoC architecture,
constructed around hardware and software mechanisms used to abstract the underlying heterogeneity was
introduced.

The AI used within the FlexTiles platform to abstract and give an autonomous behavior to the DSP
and the hardware accelerators is presented. A real case implementation of this platform and the asso-
ciated results are given. These experiments show the AI ability to give an autonomous behavior to the
accelerators. Moreover these experiments show the AI ability to abstract the heterogeneity of the plat-
form. These results prove the interest of using the AI in the context of PARSE to ease the VHDL code
generation and the construction of hardware architectures.

In order to tackle the challenges introduced by the memory wall and ease the programming of MPSoC
architecture we propose a cluster based architecture constructed around a hardware memory management
unit. This approach has shown its ability to improve the performance by reducing the data transfer
among the platform and the bottleneck that occur at the memory port level. Moreover the hardware
MMU implementation has also shown its ability to abstract to the programmer the underlying memory
hierarchy, in order to ease the programming of MPSoC architectures. These results show the hardware
MMU interest in context of PARSE to ease the mapping and data placement solution space exploration.
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Abstract: This chapter summarizes all the contributions presented during this thesis and proposes
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5.1 Conclusions

The rising computing need of embedded applications requires the definition of more and more high
performance computing architectures. The embedded hardware architectures then have to integrate more
and more functionalities to face these increasing demands.

In order to tackle these challenges the designer are moving towards MPSoC architectures. These
architectures bring the possibility to integrate within the same chip several complex functionalities all in
a restricted power budget. However the conception, the design and the programming of these platforms
are difficult and time consuming.

To face these challenges and enable an efficient design and use of the MPSoC architectures this thesis
has first proposed to study the state of the art of these architectures and of the framework used to design
and program them. This study has shown that there exist a lot of MPSoC architectures which are used
into several domains of applications and for different purposes.

These architectures present a lot of heterogeneity both in terms of design and programming models
in order to be adapted to the targeted domain of application. This heterogeneity is needed in order to
face hard constraints imposed by the applications. However this heterogeneity also greatly increases the
complexities to conceive and program MPSoC architectures. The MPSoC conception and programming
is then dependent of a set of parameters at the architecture and at the application levels that mutually
influence each other. The main parameters are the choice of:

• The interconnection hierarchy and bandwidth
• The memory hierarchy and bandwidth
• The number and types of cores
• The application mapping
• The data placement

To help the designer define and conceive their MPSoC architectures the state of the art has shown that
a lot of tools and initiatives have tried to ease the user tasks. The main limitations of these approaches are
due to the fact that the exploration of the solution space is mainly done by hand which is time consuming.

Furthermore the DSE tools present into the state of the art are not able to consider at the same time the
application and the architecture. Indeed in most of the cases either the application or the architecture is
known. This approach then creates a separation of concern between the application and the architecture
and leads to a sub-optimal solution and to an inefficient use of the hardware resources.

To tackle these challenges and ease the definition and the programming of MPSoC architectures this
thesis has proposed a DSE methodology which consider at the same time the definition of the architec-
ture, the application, the mapping and the data placement of the application onto the architecture (It is
however possible as the state of the art tools to start with a known architecture model and focus on the
application mapping and data placement).

The proposed methodology is a semi-automated approach where the most exhaustive tasks are per-
formed automatically and the role of the user limited. To automatically go through the solution space
a tool called PARSE was defined. PARSE is based on recursive mechanisms to allow the exploration
of the solution space in an automated manner. However in order to keep the exploration into a reason-
able amount of time and focus on the most promising regions, PARSE takes as input a parsimonious
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representation of the solution space.

The goal of this representation is to reduce the size of the solution space based on the user experience.
To that end the user defines for each task a set of potential processing IPs, which allows to remove from
the solution space the uninteresting design points. This representation is needed considering the size of
the solution space generated by the mutual exploration of the architecture and application aspects.

Moreover to have the more accurate parsimonious representation of the solution space PARSE au-
tomatically computes a set of metrics prior to the exploration of the solution space. These metrics
determines: (1) the bandwidth needs of the application and (2) the load of each core based on the ar-
chitecture and application mapping. These metrics are then used by PARSE to detect mappings with
overloaded cores and which generates too many communications among the platform. The uses of these
metrics avoid the accurate exploration of uninteresting design points, help PARSE to focus on the most
promising regions of the solution space and to find the best compromise for the application and the
architecture.

Moreover thanks to these metrics we have defined a mixed evaluation heuristics. Indeed current
techniques are mainly based on an analytic formula for performance evaluation. This is a main draw-
back since it becomes highly complex to accurately model the communication topology and architecture
behavior of a MPSoC architecture with an analytic formula. The use of SystemC simulator to get perfor-
mance evaluation of an application mapping then becomes mandatory to have an accurate representation
of the solution space. However due to the size of the solution space each design points cannot be evalu-
ated by the use of a SystemC simulator due to the exploration runtime overhead.

To that end and based on the metrics results the most promising design points are evaluated thanks
to a SystemC simulation while the others designs points are evaluated thanks to an analytic formula
to not affect the exploration process. This approach allows the reduction of the exploration runtime
while maintaining an accurate representation of the solution space. In the context of this thesis the data
placement and mapping heuristics were implemented and tested jointly and in a standalone mode on both
benchmarks and real live applications.

The results obtained by the proposed tabu search reduce space framework in a standalone mode have
shown that we are close or equal to the optimal solution found by the state of art. Experimental results
showed that the proposed framework provides an effective exploration of large design space and results
close or equal to exhaustive approach. Moreover the exploration runtime is close to the one get by the
state of the art which are based on a simple analytic formula while our approach is based on SystemC
simulation which is much more time consuming. This proves the interest of the proposed metrics since
we propose a more accurate representation of the solution space without needing more time to explore it.

The results obtained by the genetic algorithm with fusion operator framework in a standalone mode
have also shown that the solutions produced are close or equal to the optimal. The fusion operator used to
explore the neighborhood of the current population has shown its ability to help the algorithm to converge
to the most promising regions of the solution space. Moreover in terms of exploration runtime the GAFO
framework exhibits an important speedup over the exhaustive approach without impacting the quality of
the final solution.

Finally the results obtained by the TSRS-GAFO framework were of high quality and close or equal
to the optimal solution. Moreover the parsimonious representation proves its interest and is ability to
reduce the exploration time and the number of solutions explored accurately without having an impact
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on the quality of the final solution. The results obtained by the TSRS-GAFO both in terms of quality
and exploration runtime have shown that it is feasible to explore at the same time the architecture and the
application to find the best compromise for both of them.

Still with the aims to ease the programming and the definition of MPSoC architectures this thesis has
also defined two hardware modules. The first hardware module is the accelerator interface which is used
to: (1) hide the heterogeneity of the IPs connected onto the interconnect and (2) offload the processor of
the fine grain control of the accelerators.

The abstraction of the heterogeneity in context of MPSoC architectures is needed to ease their def-
inition and programming and take a full advantage of the computing power induced by the dedicated
processing IPs. With the AI the master processor still sees the same interface and does not have to
take care about the targeted IP and the way to program it. This enables the concept of plug and play
architectures where it is easy to add or remove IPs onto the interconnect without taking care of their
specificity.

The experiments done in the context of the FlexTiles project have demonstrated that the AI is able to
target any kind of processing IP and interconnect, without having an impact onto their architecture and
onto the performance. Moreover the hardware cost overhead introduced by the use of the AI is limited
in regards of the other component of the platform. While the latencies induced by the AI to transfer the
data from the NoC to the accelerators are limited and just applied onto the first data transfer since the AI
present a pipelined behavior.

Furthermore the AI is conceived in a way that allows the master to be offloaded from management
of the accelerator with the other components of the platform and enables it to do other processing in
parallel. The AI then allows to fully exploit the computing power of MPSoC architectures by increasing
their parallelism. Finally the AI thanks to the abstraction of the heterogeneity allows the reduction of the
time to market by easing the programming of the platform.

The second hardware module defined in the context of this thesis is a MMU used to manage the
consistency of a shared memory in context of a globally distributed locally shared MPSoC architecture.
The main advantages of the proposed approach over the state of the art are: (1) the use of a globally
distributed and locally shared memory hierarchy, (2) the definition of a generic communication model
enabled thanks to the hardware MMU, (3) the reduction of the communications among the platform.

Thanks to these features, the architecture is able to dynamically allocate and manage the available
memory space. Furthermore the task of the programmer is reduced. Indeed the underlying memory
hierarchy is transparent since the communications are made generic thanks to the hardware MMU. The
experiments done have shown that the proposed approach always shows a benefit over a state of the art
architecture and a traditional flat architecture. The benefits on the application execution time bring by
this module are due to the fact that the data locality is increased and the data transfer among the platform
limited.

Through this thesis and thanks to the definition of the DSE methodology we have proposed solutions
to ease the programming and the conception of MPSoC architectures. More particularly we have proved
that it is possible to define at the same time the application and the architecture in order to find the best
compromise for both of them. Moreover to tackle the MPSoC heterogeneity and programming problems
we have introduce the AI and the hardware MMU.
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5.2 Perspectives

5.2.1 Mid-term perspectives

During the thesis a complete DSE methodology along with hardware modules have been defined to
ease the definition of MPSoC architectures. There exists anyway several future works to enhance our
proposal and perspectives beyond this thesis.

In chapter 3 a detailed description of the proposed DSE methodology was given and the data place-
ment and mapping heuristics implemented. Through the implementation and test of the two heuristics
we conclude that it is not feasible to allow an accurate exploration of each design points of the solution
space.

To reduce the exploration runtime a set of metrics for the mapping heuristics have been defined to
avoid for each designs points the call to the data placement heuristic and to the SystemC simulator. How-
ever this set of metrics need to be further extended to the architecture exploration heuristic. To that end
it seems necessary to be able to generate prior to the exploration of the solution space a set of templates
to help the user determine a range for the memory sizes/bandwidth, interconnect topology/bandwidth...

The profiling of the application should then allow to extract from the application tasks graph and the
architecture library all the templates needed by PARSE to avoid the accurate exploration of uninteresting
design points. To generate these templates, it seems interesting to look at these works [31, 172, 194]
for detection of the interconnect contention, [110, 134] for the memory concurrent access evaluation and
[119] to define resource aware architecture.

However these approaches are based on already known architectures and mapping models, which
in the context of PARSE is not the case. To keep the PARSE philosophy which aims to automate the
exhaustive tasks, it is then needed to propose an efficient manner to reduce the architecture solution
space prior to the generation of an architecture or a mapping. In the context of the proposed approach it is
necessary to identify the potential bottlenecks that can occur at the memory ports or onto the interconnect.

A possible solution can be to profile the access pattern of the task to its local memory. By correlating
these results with the processor frequency it is then possible to have for each task an idea of the frequency
of the access to the memory and to the interconnect. Since the accesses to the interconnect are dependent
of the size of the memory these results will allow to determine for the application a memory size, a
memory bandwidth and an interconnect bandwidth range guaranteeing the performance. Moreover by
an analysis of the application task graph and parallelism it seems possible to determine if it is more
beneficial to guide the exploration towards a shared or a distributed memory architecture.

Through the enunciation of these few points we see that it is possible to determine a set of metrics
and templates able to reduce the exploration runtime. However the definition of this framework has to
be done and to be validated for different application complexities and domains. Indeed the choice made
here will impact the architecture solution space exploration and so the quality of the solution provided as
outputs.

Still in order to reduce the exploration time works have to be done at the SystemC simulator level.
Indeed this step is the most time consuming task when doing the exploration of the solution space. To
reduce the impact of the SystemC simulator generation a possible solution is to determine simplifying
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assumptions that allows the generation reduction time while keeping an accuracy that allows a good
representation of the solution space to avoid the definition of inefficient solutions.

Another perspective to reduce the exploration runtime is to take benefit of the inherent parallelism
of PARSE. To that end it should be beneficial to look at the parallelization of the heuristics used to
explore the solution space in order to speed up the exploration runtime. There exist already initiatives
which have tried to parallelize genetic algorithm like [30, 77, 129, 143]. However these works need to
be further extended to the tabu search heuristics and adapted to the PARSE approach and problematic.

One key aspect of PARSE is also the adjustment of the parameters (number of iteration, memory
size, FO rate...) of the TS and GA algorithms. Indeed these parameters are dependent of the application
and architecture complexity and have to be tuned regarding this complexity. Since the choice of the
parameters have a big impact on the quality of the final solution it is mandatory to determine these
parameters automatically to offload the user from this difficult task.

To that end based on the statement of [101, 102] it seems possible to determine templates allowing
an automatic definition of these parameters. However since these parameters have a big influence on
the quality of the final solution it is mandatory to have a high level of accuracy for the templates. This
requires to intensively train these templates. Moreover this requires to clearly identify the architecture
and the application aspects determinant for the parameters choice.

5.2.2 Long-term perspectives

PARSE actually defines one architecture for one application. However in more and more embedded
system the same architecture is used for different applications. The best compromise then has to be fond
for all the applications and for the architecture.

This multiple application exploration then generates a huge solution space either at the architecture
level or at the mapping and data placement level. To handle this exploration in a reasonable amount of
time the parsimonious representation and the use metrics is mandatory and have to be extended.

Another perspective beyond this DSE methodology is to handle dynamic application workload. In-
deed we have seen that more and more application are becoming dynamic and exhibit different behavior
based on sensors informations.

The conception of architectures for these kinds of applications then becomes much more difficult
since they have to be adapted for different application behavior. To ease the definition of these types
of architectures the exploration heuristics then have to define an architecture, a mapping and a data
placement adapted to each workload.

This dynamicity therefore increases the number of potential solutions and the size of the solution
space explored. The use of a parsimonious representation of the solution space and the generations of
templates in the future then becomes crucial in order to keep the exploration into a reasonable amount of
time.

Moreover in this thesis we do not consider the dynamically reconfigurable architectures. However
these architectures as the FlexTiles architecture are more and more present in the market. Indeed they
offer the possibility to adapt its architecture based on the application workload.
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To handle this dynamically reconfigurable architectures PARSE have to be able to measure the time
needed to reconfigure the architecture. Since the reconfiguration time can be long PARSE will then have
to evaluate based on the task workload if it more beneficial to allocate a reconfigurable resources or to run
the task on a processor. This decision has to be taken in regard of the user constraints, the task mapping
and scheduling and also in regards of the tasks needs in terms of processing IP.

This latter will force us to consider an on future MPSoC. This OS will be part of the solution and
should be included in the design of future platforms.
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A.1 Methodology implementation

The following section proposes an approach to implement the DSE methodology proposed in chapter
3 . The tools proposed in this section are not mandatory and can be replaced by any other tools with the
same functionalities.

A.1.1 Library of architecture

To present a standard representation of the IPs, all the IPs are captured with the IP-XACT standard
[35]. IP-XACT is an XML format that defines and describes electronic components and their designs
and enables automated configuration and integration through tools. This standard is used because it is
the main contribution in the field. However due to some semantics limitations [83], the use of IP-XACT
implies to make additions to the standard to more efficiently represent the architectures.

A.1.2 Code parallelization

In order to extract the application tasks graph from the sequential C code description, PIPS [19] is
used. PIPS is a source-to-source compilation framework for analyzing and transforming C and FOR-
TRAN programs. The goal of the PIPS project is to develop a free, open and extensible workbench for
automatically analyzing and transforming scientific and signal processing applications.

In the context of the proposed methodology PIPS is used because it is already used as a front end by
the SystemC and binary code generator for parallelism extraction (see section A.1.4).

A.1.3 Profiler

For the profiling, OVP tool [18] is used due to its rich library of standard processors (ARM, Microb-
laze, PowerPC ...) and high quality API to describe new models. The rich library of standard processors
avoids the user to maintain the model library for these standard processors. The only models that need
to be included and maintained into the OVP library are the user processing cores.

A.1.4 SystemC simulation and Binary code generation

For the SystemC simulation and binary code generation SpearDE is used. The use of SpearDE allows
to covers two needs at the same time, which reduce the time needed to implement the DSE methodology.

Moreover SpearDE have already integrated a code parallelization tool (PIPS) into its framework.
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A.1.4.1 HDL code generation

For the HDL code generation, a specific HDL code generator will be defined. This HDL code
generator will be able to generate architecture based on the AI.
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A.2 Justification of the Tabu search Parameters

The choice of the TS parameters is dependent of the application and architecture complexity [101].
Since these parameters have an important influence on the quality of the final solution, their definition as
to be done based on a set of trials demonstrating that the accuracy of the exploration is not improved by
a further increase of parameter values [101].

However it is important to note that these experiments do not have to be run for each application
and architecture. Indeed as stated by [101] the same parameters value can be reused for applications and
architecture which present the same complexity.

In the context of these studies these experiments were ran for all the applications. The rest of this
section will depict the experiments only for the stap application. All the experiments done to justify the
TS parameters follow the methodology proposed by [101].

A.2.1 Justification of the tabu search memory size and of the number of iteration

The choice of the TS memory size has to be done in regards of the number of iteration [101]. Indeed
the memory size is dependent of the number of visited solution. A small tabu memory resulting in a loop
phenomenon, while a too large memory result in a dispersion of the search.

To find the appropriate memory size and iteration number the fitness of the final solution is measured.
In order to avoid being dependent of the randomly created input solution, the input solution provided for
all the tests is the same and the diversification operator is not triggered.

Table A.1 – Evolution of the best solution with the memory size and the number of iteration for the stap
application.

Number of iteration
Memory size 2 4 6 8 10
TSRS 2 0.42 0.41 0.42 0.46 0.52

4 0.41 0.39 0.44 0.45 0.47
6 0.42 0.44 0.40 0.40 0.40
8 0.43 0.43 0.45 0.40 0.39
10 0.42 0.43 0.45 0.46 0.41

CTS 2 0.44 0.45 0.41 0.43 0.41
4 0.46 0.39 0.392 0.398 0.395
6 0.46 0.41 0.391 0.398 0.391
8 0.48 0.42 0.40 0.394 0.396
10 0.49 0.44 0.42 0.399 0.399

The results described Table A.1 show that the CTS and the TSRS perform well with a small number
of iteration and a reduce memory size. Indeed the table shows that fitness is minimized for the TSRS
framework when the number of iteration is included between 8 and 10 and the memory size between 6
and 8. Thus the number of iteration is set to 10 and the memory size to 8 for the TSRS framework since
its the value which gives the better results.
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For the CTS framework the fitness is minimized when the number of iteration is between 8 and 10
and when the memory size is between 6 and 8. Thus the number of iteration is set to 10 and the memory
size to 6 for the CTS framework since it is the value which gives the better results.

A.2.2 Justification of the tabu search diversification operator level

In order to find the appropriate diversification operator level, we measured the impact of the diversi-
fication operator on the final solution. These experiments were performed with a memory size of 8 and
10 iterations for the TSRS and with a memory size of 6 and 10 iterations for the CTS. The value of the
diversification operator varies from 2 to 10 by step of 2, since the number of iteration is limited to 10 for
the TSRS and the CTS. The obtained results are depicted in Figure A.1.

The results show that the fitness value is minimized for a diversification operator level set between 6
and 8. The value of the diversification operator for the TSRS and the CTS is then set within this interval
and is arbitrarily equal to 7 for the two algorithms.
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Figure A.1 – Evolution of the best solution with the diversification operator level for the stap application.
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A.3 Application benchmarks

Figure A.2 – (A) PIP, (B) VOPD, (C) MPEG-4, (D) DVOPD, (E) MWD, (F) mp3enc mp3dec, (G) 263enc
mp3dec, (H) 263dec mp3dec.
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A.4 Benchmarks architecture model

Figure A.3 – (A) PIP architecture model, (B) VOPD, MPEG-4, MWD, 263enc mp3dec, mp3enc mp3dec,
263dec mp3 dec architecture model, (C) DVOPD architecture model.
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A.5 Justification of the Genetic algorithm parameters

The experiments done to choose the GA parameters have been done regarding the methodology
proposed by [102]. Since the parameters choices have to be done in the worst case these experiments are
ran for the stap application.

The parameters settings have been chosen from a set of trials demonstrating that the accuracy of the
exploration was not further improved by an increase of parameters values.

A.5.1 Justification of the population size

To observe the evolution of the final solution quality with the population size, several tests were
performed for 6 population size: 100, 500, 1000, 1500, 2000, 2500. The results obtained for the 6
population size are resumed into Table A.2. These experiments were done on the stap application.

The results show that under a population of 2000 the quality of final solution found by the GAFO
is impacted, while a population composed of more than 2000 individuals does not lead to an important
benefit.

In order to keep the execution time in a reasonable amount of time the size of population is limited
to 2000.

Table A.2 – Error rate on the stap application for different population size.
Population size Error rate % Execution time (s)

100 25 59.8
500 17.4 72.8

1000 13.72 114.7
1500 12.2 223.8
2000 5.88 437.4
2500 5.9 682.2
3000 5.82 1173.4

A.5.2 Justification of the number of generation

To observe the behavior of the algorithm with the evolution of the number of generation, the algo-
rithm runs with only the selection operator. The crossover and the mutation operators are not triggered
so in all the cases the best individual is present into the initial population at the beginning. There is no
possibility to find a better solution and the GA population will converge to this solution after a number
of generations. The size of the initial population is set to 2000.

The measures (Figure A.4) show that the population needs more than 1500 generations to converge
to the best solution. In order to be sure that the algorithm has time enough to converge to a near optimal
solution the number of generation is set to 2000.
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Figure A.4 – Convergence of a population composed of 2000 individuals

A.5.3 Justification of the crossover rate

In order to find the appropriate crossover rate, we measured the impact of the crossover rate on the
final solution. The value of the crossover rate varies from 0 to 1 by step of 0.1. These experiments were
performed with a population size of 2000 and a number of generation of 2000.
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Figure A.5 – Impact of the crossover rate

The obtained results are depicted on Figure A.5. Although the curve is not monotonic, we can
observe a general tendency of the algorithm. Indeed a crossover rate included between 0.6 and 0.8 gives
the best results. Thus the value of the crossover is set at 0.8 since it is the value which gives the better
results.
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A.5.4 Justification of the mutation rate

In order to find the appropriate mutation rate, the same experiments as the one performed for the
crossover rate are done. The size of the population is set to 2000, the number of generation is set to 2000
and the crossover rate to 0.8.
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Figure A.6 – Impact of the mutation rate

The results are showed on Figure A.6. These results showed that the fitness of the individual are
maximized for a mutation rate included between 0.0 and 0.3. Thus the mutation rate is set to 0.2 since it
is the value which gives the better results.

A.5.5 Justification of the FO rate
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Figure A.7 – Impact of the fusion operator rate
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As done for the crossover and mutation rate the same experiments are done for the fusion operator
rate. The size of the population is set to 2000, the number of generation to 2000, the crossover rate to 0.8
and the mutation rate to 0.2.

The results depicted in Figure A.7 shows that the fitness of the individual is maximized between 0.3
and 0.8. Thus the FO rate is set to 0.5 since it is the value which gives the better results.
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A.6 Application task graph

The fully detailed application task graph for the chirp application, the jpeg application and the stap
application are respectively shown Figure A.8, A.9 and A.10.

Figure A.8 – Chirp application task graph with loops details.

Figure A.9 – Jpeg application task graph with loops details.
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Figure A.10 – Stap application task graph with loops details.
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A.7 Data placement representation

A.7.1 Example of data placement obtained for the chirp application

The data placement shown Figure A.11 is the one obtained when the chirp application is mapped
onto the architecture depicted in Figure 3.21.A with a memory size of 256 kB. In this experiments all the
tasks are mapped onto the node 0,0 (see section 3.5).

Figure A.11 – Chirp data placement obtained following the exploration done with the GAFO.

A.7.2 Example of data placement obtained for the jpeg application

The data placement shown Figure A.13 is the one obtained for the jpeg application. The architecture
model is shown Figure 3.21 and the mapping models given in input is depicted Figure A.12. The size of
the on-chip memory is of 720 kB.

Figure A.12 – Jpeg input mapping used by the GAFO.
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Figure A.13 – Jpeg data placement obtained following the exploration done with the GAFO.
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A.7.3 Example of data placement obtained for the stap application

The data placement shown Figure A.15 is the one obtained for the stap application. The architecture
and mapping models given in inputs are the one depicted in Figure 2.9 and in Figure A.14. The size of
the on-chip memory is of 2 MB per cluster.

Mapping :

Map 0 : 6
Map 1 : 9
Map 2 : 0-4
Map 3 : 12-19
Map 4 :
Map 5 : 11
Map 6 : 10
Map 7 : 7
Map 8 :
Map 9 : 8
Map 10 : 5
Map 11 :
Map 12 :
Map 13 :
Map 14 :
Map 15 :
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Figure A.14 – Stap input mapping used for the GAFO.
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Figure A.15 – Stap data placement obtained following the exploration done with the GAFO.
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A.8 TSRS-GAFO

A.8.1 Chirp

A.8.1.1 Mapping

The mappings obtained by the TSRS-GAFO for the architecture models depicted in Figure 3.22.A
are shown Figure A.16.

Figure A.16 – Initial and Final mapping obtained for the chirp application by the TSRS-GAFO for the
three test case architectures.

A.8.1.2 Data placement

The data placements obtained for the three test case architectures are the same as the one depicted in
Figure A.11.

A.8.2 Jpeg

A.8.2.1 Mapping

The mappings obtained by the TSRS-GAFO for the architecture models depicted in Figure 3.22.D
and E and in Figure 3.21.B are shown Figure A.17.
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Figure A.17 – Initial and Final mapping obtained for the chirp application by the TSRS-GAFO for the
three test case architectures.

A.8.2.2 Data placement

The data placement obtained for the mappings shown Figure A.17.A and C is the one given Figure
A.18. The data placement obtained for the mapping depicted in Figure A.17.B is the same as the one
given Figure A.13.
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Figure A.18 – Jpeg data placement obtained following the exploration done with the TSRS-GAFO for
the mapping shown Figure A.17 A and C.
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A.8.3 Stap

A.8.3.1 Mapping

The mapping obtained by the TSRS-GAFO for the MPPA architecture depicted in Figure 2.9 is the
one shown Figure A.19.

Mapping :

Map 0 : 
Map 1 :
Map 2 : 2
Map 3 : 1
Map 4 :
Map 5 : 5
Map 6 :
Map 7 :
Map 8 : 7
Map 9 : 8
Map 10 : 
Map 11 : 0,3-4
Map 12 : 10 
Map 13 : 11
Map 14 : 9,12-19
Map 15 : 6
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Figure A.19 – Initial and Final mapping obtained for the stap application by the TSRS-GAFO.

A.8.3.2 Data placement

The data placement obtained for the mapping depicted Table A.19 is the one given Figure A.20.
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Figure A.20 – Stap data placement obtained following the exploration done with the TSRS-GAFO for
the mapping shown Figure A.19



B
Annex B

Contents
B.1 Accelerator Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
B.2 Cluster based architecture a memory abstraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

153



154 Annex B

B.1 Accelerator Interface

B.1.1 Vehicle registration plate detection synchronization scheme and execution patterns

The complete synchronization scheme and executions patterns for the vehicle registration plate de-
tection application are depicted in Figure B.1, B.2, B.3 and B.4.

The first step needed to run the application is to program the AI of the platform. To that end the GPP
node 1 is used to program the AI 0, 1 and 2. The GPP node 2 is used to program the AI 3, 4, and 5.

Once the AI programmed, the data coming from the I/O are fetched by the AI 0 and 3 and by the
GPP 2. Since the accelerator 0 and 3 are data-flow one, the task 0 and 2 are fired based on the input
data. As soon as the first results become available the AI 0 and 3 automatically transfer the results and
synchronize based on the data with the AI 1 and 4 respectively.

Since the accelerators 1 and 4 are micro-programmed accelerators the AI 1 and 4 send a specific
synchronization message to inform the accelerators that the data are present into the local memory.
These synchronization events implies the firing of the task 1 and 3.

Once done the accelerators 1 and 4 send a synchronization event to their respective AI, to inform that
the tasks executions are done. Based on this synchronization event the AI 1 and 4 respectively send the
data and a specific synchronization event to the GPP 1. The GPP 1 then stop its current processing and
the task 4 is fired. At the end of the task 4 execution the GPP 0 transfer the results to the AI 2. The GPP
1 is then free to do other processings in parallel.

The AI 2 receives the incoming data and fire the task 5 and 6. Once the first results become available
the data are sent to the AI 5 to fire the task 7.

Based on the input data the task 7 is started and at the end of the task execution the output data are
transferred with a specific synchronization event to the GPP node 2. The GPP 2 which was doing other
processing in parallel then stop its current execution to run task 8 and finish the application execution.
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B.2 Cluster based architecture a memory abstraction

B.2.1 2D-FFT application mapping

B.2.2 Cluster based architecture mapping

The mapping used with the Clus 2 architecture for the 2D-FFT application is given Figure B.5.

Figure B.5 – 2D-FFT application mapping on the clus 2 architecture
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B.2.3 Flat architecture mapping

The mapping used with the Flat 2 architecture for the 2D-FFT application is given Figure B.6.

Figure B.6 – 2D-FFT application mapping on the Flat 2 architecture
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B.2.4 Ter@ops architecture mapping

The mapping used with the Ter@ops architecture for the 2D-FFT application is given Figure B.7.

Figure B.7 – 2D-FFT application mapping on the Ter@ops architecture
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B.2.5 Matrix multiplication application mapping

B.2.6 Cluster based architecture mapping

The mapping used with the Clus 2 architecture for the matrix multiplication application is given
Figure B.8.

Figure B.8 – Matrix multiplication application mapping on the clus 2 architecture



Cluster based architecture a memory abstraction 163

B.2.7 Flat architecture mapping

The mapping used with the Flat 2 architecture for the matrix multiplication application is given
Figure B.9.

Figure B.9 – Matrix multiplication application mapping on the Flat 2 architecture
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B.2.8 Ter@ops architecture mapping

The mapping used with the Ter@ops architecture for the matrix multiplication application is given
Figure B.10.

Figure B.10 – Matrix multiplication application mapping on the Ter@ops architecture
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B.2.9 Cluster based architecture inefficient mapping

An inefficient mapping of the matrix multiplication application on the Clus 2 architecture is given
Figure B.11.

Figure B.11 – Inefficient matrix multiplication application mapping on the clus 2 architecture
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[146] Martin Lukasiewycz, Martin Streubühr, Michael Glaß, Christian Haubelt, and Jürgen Teich. Com-
bined system synthesis and communication architecture exploration for mpsocs. In Design Au-
tomation and Test in Europe, (DATE), pages 472–477, 2009. 64

[147] Cao Man, Xie Bin, Qiao Fuming, Shi Qingsong, Chen Tianzhou, and Yan Like. Distributed mem-
ory management units architecture for noc-based cmps. In Computer and Information Technology
(CIT), pages 54–61, 2010. 98
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Romain BRILLU
Conception et programmation efficace de systèmes multiprocesseurs sur puce

Efficient design and programming of Multiple Processors System on Chip
architectures

Résumé
Les applications embarquées incorporent de plus en plus
de fonctionnalités impliquant différents types de traite-
ment à réaliser. L’impact majeur de cette demande est
l’évolution croissante des systèmes embarqués que cela
soit en terme de performances et de capacité mémoire.
Ces systèmes doivent en effet trouver un compromis
entre leurs capacités (puissance de calcul, dynamicité)
et les contraintes du domaine d’application. Face à cette
évolution les architectures MPSoC apparaissent actuelle-
ment comme les principaux promoteurs de la révolution
industrielle des semi-conducteurs. Cependant, la concep-
tion d’une architecture ”MPSoC” faible consommation et
supportant les performances requises, n’est pas aisée.
Cet équilibre dépend en effet de nombreux paramètres
tels que le nombre de cœurs de calcul, l’enveloppe
énergétique globale, le type de réseau d’interconnexion,
l’architecture de la hiérarchie mémoire, le déploiement de
l’application sur le système.
Tous ces défis durant la conception des architectures MP-
SoC mettent en lumière le besoin de processus automa-
tisé aidant l’utilisateur à définir et à programmer ces ar-
chitectures. Dans le cadre de cette thèse, notre contri-
bution est la définition d’une méthodologie d’exploration
d’espace de conception. Cette méthodologie a pour but
de définir à la fois une architecture matérielle et son
code binaire exécutable à partir de trois entrées : (1) Le
code C séquentiel d’une application, (2) Une librairie d’ar-
chitectures, (3) Un fichier de contraintes. De plus, étant
donné que nous souhaitons explorer et générer des ar-
chitectures matérielles, notre seconde contribution est la
définition de deux modules matériels. Le premier module
matériel défini une unité de management mémoire ser-
vant à facilter la programmation des architectures MP-
SoC et permettant d’augmenter leurs performances. Le
second module matériel est l’”accelerator interface” qui
est utilisé pour abstraire l’hétérogénéité des plateformes
MPSoC , afin de faciliter leur conception et leur program-
mation.

Abstract
The embedded applications come up with more and more
functionalities inducing various kinds of computation to re-
alize. The major impact of these new application needs
is the steadily evolution of the embedded systems per-
formances in terms of computing power and memory ca-
pacity. These systems have to find a trade-off between
their capacity (computing power, dynamicity) and the em-
bedded system constraints (silicium, consumption). To
face these hard constraints MPSoC architectures have
appeared as a major promoter of the industrial revolution
of semiconductors. However, designing a low power MP-
SoC architecture, supporting the required performance is
not easy. This balance depends on the effects of various
parameters such as the number of cores, the overall en-
ergy envelope, the type of interconnection network, the
architecture of the memory hierarchy, the deployment of
the application on the system.
All these challenges during the definition of MPSoC archi-
tectures spotlight the needs of an automatic design pro-
cess to help the user design and program these archi-
tectures. In the context of this thesis our contributions
is the definition of a design space exploration methodol-
ogy. This methodology aims to define a hardware archi-
tecture and the associated executable binary code based
on three inputs: (1) An application C code, (2) An archi-
tecture library and (3) A constraints file. Moreover be-
cause we aims to explore and generates hardware archi-
tectures our second contribution is the definition of two
hardware modules. The first hardware module defines
a hardware memory management unit used to ease the
programming of the MPSoC architectures and increase
their performances. The second hardware module is the
accelerator interface which is used to abstract the hetero-
geneity of the heterogeneous MPSoC architectures, ease
their definition and programming.

Mots clés
Systèmes embarquées, MPSoC, Hétérogénéité, Généricité,
Mémoire partagée, Mémoire distribuée, Algorithme
génétique, Algorithme de Tabu Search.

Key Words
Embedded systems, MPSoC, Heterogeneity, Genericity,
Shared memory, Distributed memory, Genetic algorithm,
Tabu search algorithm.
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